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Abstract. A pyramid is a stack of image representations with decreasing resolution. Many image processing algorithms run on this hierarchical structure in \(O(\log(n))\) parallel processing steps where \(n\) is the diameter of the input image. Graph pyramids are made of a stack of successively reduced graphs embedded in the plane. Such pyramids overcome the main limitations of their regular ancestors. The graphs used in the pyramid may be region adjacency graphs or dual graphs. This paper reviews the different hierarchical data structures and introduces a new representation named combinatorial pyramid.

1 Introduction

Regular image pyramids have been introduced in 1981/82 [10] as a stack of images with decreasing resolutions. Such pyramids present interesting properties for image processing and analysis such as [4]: The reduction of noise, the processing of local and global features within the same frame, the use of local processes to detect global features at low resolution and the efficiency of many computations on this structure. Regular pyramids are usually made of a very limited set of levels (typically \(\log(n)\) where \(n\) is the diameter of the input image). Therefore, if each level is constructed in parallel from the level below, the whole pyramid may be built in \(O(\log(n))\) steps. Since 1981, regular pyramids have been widely used in image segmentation, shape analysis, surface reconstruction and motion analysis (see e.g. [25] for a survey of these applications). However, the rigidity of regular pyramids induces several drawbacks such as the shift-dependence problem and the limited number of regions encoded at a given level of the pyramid [4]. Irregular pyramids overcome these negative properties while keeping the main advantages of their regular ancestors [23]. These pyramids are defined as a stack of successively reduced graphs. Each graph is built from the graph below by selecting a set of vertices named surviving vertices and mapping each
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non surviving vertex to a surviving one [23]. Typically, such graphs represent the pixel neighborhood, the region adjacency, or the semantical context of image objects. Since images are samplings of a plane, the graphs are embedded in the plane by definition. Hence they are planar and the dual graph is well defined.

Two kinds of graphs are usually used within the pyramid framework: the simple graph data structure encodes each relation between two vertices by a single edge. The dual graph data structure is based on an explicit encoding of both the initial graph and its dual.

Combinatorial map first introduced in 1960 by Edmonds [12] may be considered as a planar graph with an explicit encoding of the neighborhood's orientation of each vertex. This graph encoding induces several advantages besides the other graph representations such as the explicit encoding of the orientation of the plane or an implicit encoding of the dual graph.

This paper presents the usual hierarchical data structures in Section 2. Then the combinatorial maps are presented together with their main properties in Section 3. A combination of the combinatorial and Irregular Pyramid frameworks is then presented in Section 4.

2 Hierarchical Data Structures

2.1 Regular Pyramids

A regular pyramid is defined as a sequence of images with exponentially reduced resolution. Each image of this sequence is called a level of the pyramid. The lowest level corresponds to the original image while the highest one corresponds to the weighted average of the original image. Using the neighborhood relationships defined on each image the Reduction window relates each pixel of the pyramid with a set of pixels defined in the level below. The pixels belonging to a reduction window are the children of the pixel which defines it. Such a pixel is the father (filled circles in Fig. 1) of the pixels belonging to its reduction window. This father-child relationship may be extended by transitivity to any level of the pyramid. The set of children of one pixel in the base level image is named its receptive field. Within the regular pyramid framework the shape and the cardinal of the reduction window remains the same for all pixels of the pyramid.

Another parameter of a regular pyramid is its Reduction factor which encodes the ratio between the size of two successive images in the pyramid. This ratio remains constant between any two levels of a regular pyramid. A reduction function computes the contents of a father from the contents of the pixels in the reduction window. A regular pyramid is thus formally defined by the ratio $N \times N/q$, where $N \times N$ denotes the size of the reduction window while $q$ denotes the reduction factor. Different types of pyramids may be distinguished according to the ratio between the size of the reduction window and the reduction factor:

- If $N \times N/q < 1$, the pyramid is named a non-overlapping holed pyramid.

Within such pyramid, some pixels have no fathers [15] (e.g., the center pixel in Fig. 2(a)).
If $N \times N/q = 1$, the pyramid is called a non overlapping pyramid without hole (see e.g. in Fig. 2(b)). Within such pyramids, each pixel in the reduction window has exactly one father [15].

If $N \times N/q > 1$, the pyramid is named an Overlapping pyramid (see e.g. in Fig. 2(c)). Each pixel of such a pyramid has several potential parents [10]. If each child selects one parent, the set of children in the reduction window of each parent is re-arranged. Consequently the receptive field may take any form inside the original receptive field.

2.2 Irregular Pyramids

Besides their interesting properties mentioned in Section 1, regular pyramids have several drawbacks. Indeed, the fixed size and shape of the reduction window together with the fixed value of the reduction factor induce a poor ability of regular pyramids to adapt their structure to the data. The rigidity of regular pyramids induces several drawbacks such as the shift-dependence problem and the limited number of regions encoded at a given level of the pyramid [4].

Irregular pyramids overcome these negative properties while keeping the main advantages of their regular ancestors [23]. These pyramids are defined as a stack
of successively reduced graphs \((G_0, G_1, G_2, G_3)\) in Fig. 3). Each graph is built from the graph below by selecting a set of vertices named surviving vertices and mapping each non-surviving vertex to a surviving one [23]. Therefore each non-surviving vertex is the child of a surviving one which represents all the non-surviving vertices mapped to it and becomes their father. If the initial graph \(G_0 = (V_0, E_0)\) is defined from the regular grid, we may associate one pixel to each vertex (in \(V_0\)) and link vertices by edges in \(E_0\) according to the adjacency relationships defined on the regular grid \((G_0\) in Fig. 3).

![Fig. 3. An irregular pyramid using the 4-adjacency of pixels.](image)

The reduction operation was first introduced by Meer [22, 23] as a stochastic process. Using such framework, the graph \(G_{t+1} = (V_{t+1}, E_{t+1})\) defined at level \(l+1\) is deduced from the graph defined at level \(l\) by the following steps:

1. The selection of the vertices of \(G_{t+1}\) among \(V_t\). These vertices are the surviving vertices of the decimation process.
2. A link of each non-surviving vertex to a surviving one. This step defines a partition of \(V_t\).
3. A definition of the adjacency relationships between the vertices of \(G_{t+1}\) in order to define \(E_{t+1}\).

### 2.3 Selection of surviving vertices

In order to obtain a fixed decimation ratio between each level, Meer [22] imposes the following constraints on the set of surviving vertices:

\[
\forall v \in V_t - V_{t+1} \exists v' \in V_{t+1} : (v, v') \in E_t \tag{1}
\]

\[
\forall (v, v') \in V_{t+1}^2 : (v, v') \notin E_t \tag{2}
\]

Constraint (1) insures that each non-surviving vertex is adjacent to at least a surviving one. Constraint (2) insures that two adjacent vertices cannot both survive. These constraints define a maximal independent set (MIS).

Meer [22] defines a set of surviving vertices fulfilling the maximal independent set requirements thanks to an iterative stochastic process. The outcome of a random variable uniformly distributed between \([0, 1]\) is associated to each vertex. Then each vertex associated to a local maximum of the random variable survives.
This process is iterated on the remaining non-surviving vertices until the set of surviving vertices fulfills the maximal independent set requirements. This purely random process has been adapted by Montanvert [23] to the connected component analysis scheme by restricting the decimation process to a set of subgraphs of the graph $G_t$. Note that, using such restriction, the MIS is defined separately on each subgraph. Therefore, two surviving vertices may be adjacent in $G_t$ if they do not belong to the same subgraph. The definition of the subgraphs is equivalent to the definition of a function $\lambda$ from $E_t$ to $\{0,1\}$. For each $(v,v') \in E_t$, $\lambda(v,v')$ is set to 1 if $v$ and $v'$ belong to the same subgraph and 0 otherwise. Applied to the connected component analysis framework, the function $\lambda$ is simply defined by setting $\lambda((v,v'))$ to 1 if $v$ and $v'$ belong to the same component (each surrounded by a closed curve in Fig. 4).

![Fig. 4. The connected components defined by function $\lambda$.](image)

Applied to the segmentation scheme, the function $\lambda$ should be adapted at each level in order to take into account the greater variability of the input data. Jolion [14] improves the adaptability of the decimation process by using the local maxima of an interest operator instead of the local maxima of the random variable. For example, within the segmentation framework, Jolion defines the operator of interest as a decreasing function of the gray level variance computed in the neighborhood of each vertex. This operator provides a location of surviving vertices in homogeneous regions.

### 2.4 Parent-Child definition

Given the set of surviving vertices, constraint (1) of a MIS insures that each non-surviving vertex is adjacent to at least one surviving vertex. Using the stochastic decimation process of Meer [22] and Montanvert [23], each non surviving vertex is attached to its adjacent surviving neighbor with the greatest value of the random variable. Jolion [14] uses a contrast measure such as the gray level difference, to link each non-surviving vertex to its least contrasted surviving neighbor. Each surviving vertex is thus the father of all non-surviving vertices attached to it. The set of children of one father is called its reduction window by reference to Regular pyramid notations. Fig. 5 represents the outcomes of the random variable on a graph defined from the $4 \times 4$ 8-connected sampling grid. The surviving vertices
induced by the outcomes of this random variable are represented by an extra circle. The boundary of each reduction window is superimposed on the figure.

Fig. 5. Construction of a Maximal Independent Set using a random variable. The outcome of the random variable are displayed inside each vertex.

2.5 Connecting surviving vertices

The last step of the decimation process consists in connecting surviving vertices in $G_{i+1}$. Meer [22] joins two fathers by an edge if they have adjacent children (e.g. vertices labeled 15 and 7 in Fig. 6(a)). Since each child is attached directly to its father, two adjacent fathers at the reduced level are connected in the level below by paths of length less than three. Let us call these paths connecting paths. Using Constraint (2) of a MIS, two surviving vertices cannot be adjacent in $G_i$. Therefore, the length of the connecting paths is between 2 and 3. Using the restriction of the decimation process to subgraphs [23, 14] defined by the function $\lambda$, two surviving vertices may be adjacent by an edge mapped to 0 by $\lambda$. In such cases, the length of the connecting path is equal to 1.

Fig. 6. The reduced graph deduced from the maximal independent set (a) and the Parent-Children relationships (b).

2.6 Reaching the top of the Pyramid

The irregular pyramid is thus built recursively from $G_0$ (the original sampling grid) to the apex $G_i$. The apex of the pyramid cannot be reduced by the decimation process. This case occurs when $G_i$ is reduced to a single vertex or when no
decimation rule may be applied on the graph. For example, within the connecting component analysis scheme, the pyramid may be reduced until all connected components of the initial graph are reduced to a single vertex [23]. Within the segmentation framework, the decimation process may also stop when the difference between the value of any adjacent vertices exceeds a threshold. Another strategy consists in decimating the initial graph until it reduces to a single vertex and to select a set of roots within the pyramid. Jolion [14] defines a root as a vertex whose contrast measure with its parent exceeds a threshold. This strategy is also used within the regular pyramid framework [10] and allows us to select roots at different levels of the pyramid.

2.7 The need for Multi-edges and self-loops

The stochastic pyramids used by Meer [22] and Montanvert [23] or the adaptive pyramids defined by Jolion [14] combine the advantages of their regular ancestors with a greater adaptability to the input data. However, both the stochastic and adaptive reduction process utilize simple graphs e.g. graphs without multiple edges and self-loops. Therefore, if the graphs of the pyramid are used to encode a partition, an edge between two vertices in a simple graph pyramid encodes disconnected boundaries between the associated regions. Moreover, the lack of self-loops does not allow to differentiate inclusions from adjacencies relationships.

Fig. 7 illustrates these inadequacies. The left and right regions of the left image share two distinct boundaries. However, a reduction process such as the one defined in the stochastic pyramid framework provides a final graph encoding these multiple boundaries by a single edge.

![Fig. 7. Inadequacy of the stochastic or adaptive decimation process.]

This last drawback is induced by the definition of the edges between the surviving vertices. Indeed, two surviving vertices having several adjacent children will be connected by a single edge. A better understanding of this drawback may be achieved by interpreting the decimation process in terms of edge contractions and edge removals. The contraction of one edge $\langle v, v' \rangle$ consists to identify $v$ and $v'$ into a new vertex $v''$ and to remove the edge $\langle v, v' \rangle$. Note that, if $v$ and $v'$ are connected by an other edge, this last one becomes a self-loop doubly incident to $v''$. Since the contraction operation first identifies two distinct vertices, the contraction of self-loops is not defined. The removal of one edge consists to remove it from the set of edges of the graph.
Using the edge contractions and removal operations the decimation process performed by Meer [22], Montanvert [23] and Jolion [14] is equivalent to the application of the following steps:

1. The selection of a set $S$ of surviving vertices.
2. The definition of a set of edges $N$ linking each non-surviving vertex to its father.
3. The contraction of the set of edges $N$.
4. The removal of all multiple edges and self-loops.

The definitions of the sets $S$ and $N$ vary according to the considered method. However, within the stochastic [22, 23] or adaptive [14] framework, the step 4 of the decimation process removes all multiple edges and self-loops between surviving vertices.

2.8 Contraction Kernels

Kropatsch [15] encodes the step 3 of the decimation process using a Contraction Kernel. A Contraction Kernel is defined on a graph $G = (V,E)$ by a set of surviving vertices $S$, and a set of non surviving edges $N$ (represented by bold lines in Fig. 8) such that:

- $(V,N)$ is a spanning forest of $G$,
- Each tree of $(V,N)$ is rooted by a vertex of $S$.

Since the set of non surviving edges $N$ forms a forest of the initial graph, no self loop may be contracted and the contraction operation is well defined. If the graph is deduced from the initial sampling grid, each vertex on the border of this grid has to be adjacent to a special vertex encoding the background of the grid and called the background vertex. In order to preserve the image boundary, any edge encoding an adjacency relationship between a vertex of the graph and the background vertex must be excluded from $N$. Therefore, an initial graph $G_0$ deduced from the sampling grid, may at most be reduced up to a graph $G_t$ defined by two vertices connected by a single edge. If each vertex of $G_0$ is associated to one pixel of the sampling grid, the two vertices encode respectively the image and its background. The edge between the two vertices corresponds to the image boundary.

![Fig. 8. A contraction Kernel $(S,N)$ composed of three trees. Vertices belonging to $S$ are represented with a filled circle inside.](image-url)
The decimation of a graph by Contraction Kernels differs from the Stochastic [22, 23] or Adaptive [14] decimation processes on the two following points:

- First, using Contraction Kernels, the set of surviving vertices is not required to form a MIS. Therefore, two surviving vertices may be adjacent in the contracted graph. This last property avoids the use of the function $\lambda$ defined by Montanvert [23] and Jolion [14].
- Secondly, using Contraction Kernels a non surviving vertex is not required to be directly linked to its father but may be connected to it by a branch of a tree (see Fig 8). The set of children of a surviving vertex may thus vary from a single vertex to a tree with any height.

\[ G_1 \quad G_2 \quad G_3 \]

**Fig. 9.** The successive contractions of the trees defined in Fig. 8

Fig. 9 illustrates the decimation performed by the Contraction Kernel displayed in Fig. 8 by contracting successively each tree of the forest $(V, N)$. Note that all the contractions may be performed in parallel.

The contraction of a graph reduces the number of vertices while maintaining the connections to other vertices. As a consequence, the decimation of a graph by a Contraction Kernel may induce the creation of some redundant edges. The characterization of these edges requires a better description of the topological relationships between the objects described by the graph. Since images are often projections of the reality into a plane, the image structure is planar and can be described by planar graphs. Moreover, if the initial graph is deduced from an initially planar grid (like 4-neighborhood) the initial graph and its reduced versions are planar. Given an initial planar graph $G$, the vertices of its dual $\overline{G}$ are located inside every face of $G$. The edges of $\overline{G}$ connect those dual vertices of which the corresponding faces are adjacent (lines between boxes in Fig. 10(a)). Note that the construction of the dual graph induces a one to one mapping between the edges of both graphs. Therefore, if $N$ denotes a set of edges of the initial graph, we can denote by $\overline{N}$ the set of associated edges in the dual graph. A well known result of graph theory [13] states that if $G'$ is obtained from $G = (V, E)$ by contracting a set $N \subseteq E$, the dual of $G'$ may be obtained from $\overline{G}$ by removing $\overline{N}$ in $\overline{G}$. Conversely, if $G'$ is obtained from $G$ by removing a set $N \subseteq E$, $\overline{G'}$ is obtained from $\overline{G}$ by contracting the edges $\overline{N}$ in $\overline{G}$. 
Fig. 10. The initial planar grid with the associated dual graph (a), and characterization of redundant edges (b). Dual vertices incident to redundant dual edges are represented by filled boxes.

The characterization of redundant edges using the dual of the contracted graph is illustrated in Fig 10. If the initial graph is deduced from the initial 4-connected sampling grid, each dual vertex encodes a corner of a pixel and each edge of the dual graph encodes a side of a pixel. The upper filled box of Fig 10(b) represents a dual vertex with a degree equal to two. The two vertices defining the face of this dual vertex correspond to two regions of the initial image sharing a boundary artificially split in two subpaths by the dual vertex. The contraction of any of the two dual edges incident to this dual vertex concatenates the two paths. The contraction of this dual edge has to be followed by the removal of the associated edge in the initial graph to maintain the duality between both graphs. In the same way, the lower filled box of Fig 10(b) represents a dual vertex with a degree one. The empty self-loop associated to this dual vertex encodes an adjacency relationship between two vertices contracted in a same vertex by the Contraction Kernel. This useless\(^1\) adjacency relation is deleted by removing the self-loop and contracting the associated dual edge.

The level generation from a pair of dual graphs \((G_0, \overline{G_0})\) using a Contraction Kernel \((S, N)\) is thus performed in two steps respectively illustrated in Fig. 11(b) and Fig. 11(c):

1. A set of edge contractions on \(G_0\) encoded by the Contraction Kernel \((S, N)\). The dual of the contracted graph \(G_1\) is computed from \(\overline{G_0}\) by removing the dual of the edges contained in \(N\).
2. The removal of redundant edges encoded by a Contraction Kernel applied on the dual graph. Let us call this kernel a Removal Kernel. The edge contractions performed in the dual graph has to be followed by edge removals in the initial one in order to preserve the duality between the reduced graphs.

If each vertex of the original graph \(G_0\) encodes a pixel of the sampling grid, each vertex of the contracted graphs encodes a connected region of this grid. The preservation of the meaningful edges by the two step strategy defined by Kropatsch induces a one to one mapping between the edges of the graph and the region boundaries. Experiences with connected component analysis [18], with

\(^1\) A self-loop is 'useless' if it does not surround any surviving part of the graph
universal segmentation [16], and with topological analysis of line drawings [17] show the great potential of this concept.

3 Combinatorial Maps

Combinatorial maps and generalized combinatorial maps define a general framework which allows to encode any subdivision of nD topological spaces orientable or non-orientable with our without boundaries. The concept of maps has been first introduced by Edmonds [12] in 1960 and later extended by several authors such as Lienhardt [20], Tutte [26] and Cori [11]. This model has been applied to several fields of computer imagery such as geometrical modeling [3], 2D segmentation [1, 5] and graph labeling [21]. An exhaustive comparison of combinatorial maps with other boundary representations such as cell-tuples and quad-edges is presented in [20]. Recent trends in combinatorial maps apply this framework to the segmentation of 3D images [6, 2] and the encoding of hierarchies [8, 9].

The remaining of this paper will be based on 2D combinatorial maps which will be just called combinatorial maps. A Combinatorial map may be deduced from a planar graph by splitting each edge into two half edges called darts. The relation between two darts \( d_1 \) and \( d_2 \) associated to the same edge is encoded by the permutation \( \alpha \) which maps \( d_1 \) to \( d_2 \) and vice-versa. The permutation \( \alpha \) is thus an involution and its orbits are denoted by \( \alpha^*(d) \) for a given dart \( d \). These orbits encode the edges of the graph. Moreover, each dart is associated to a unique vertex. The sequence of darts encountered when turning around a vertex is encoded by the permutation \( \sigma \). Using a counter-clockwise orientation, the orbit \( \sigma^*(d) \) encodes the set of darts encountered when turning counter-clockwise around the vertex encoded by the dart \( d \). A combinatorial map can thus be formally defined by:

**Definition 1. Combinatorial map**

A combinatorial map \( G \) is the triplet \( G = (\mathcal{D}, \sigma, \alpha) \), where \( \mathcal{D} \) is the set of darts and \( \sigma \), \( \alpha \) are two permutations defined on \( \mathcal{D} \) such that \( \alpha \) is an involution:

\[
\forall d \in \mathcal{D} \quad \alpha \circ \alpha(d) = d
\]
Note that, if the darts are encoded by positive and negative integers (as in Fig 12(a)), the involution \( \alpha \) may be implicitly encoded by:

\[
\forall d \in \mathcal{D} \quad \alpha(d) = -d
\]

This convention is often used for practical implementations of combinatorial maps \([5, 7]\) where the permutation \( \sigma \) is simply implemented by an array of integers (see Fig. 12 (d)).

Using the combinatorial map formalism, the dual \( \mathcal{G} \) of a combinatorial map \( G = (\mathcal{D}, \sigma, \alpha) \) is defined as \( \mathcal{G} = (\mathcal{D}, \varphi = \sigma \circ \alpha, \alpha) \). The orbits of the permutation \( \varphi \) encode the set of darts encountered when turning counter-clockwise around the vertices of the dual graph (Fig 12(b)). Such orbits may also be interpreted as the sequence of darts encountered when turning around a face. Note that due to our orientation conventions, each dart of an orbit have its associated face on its right (e.g. the \( \varphi \)-orbit \((1, 3, 2)\) in Fig 12(a)).

A combinatorial map and its dual being deduced one from the other by a basic transformation, many properties of one graph remain true for its dual. For example, if the initial combinatorial map is connected its dual is also connected [8]. Moreover, many particular configurations such as self-loops (see Table 1) remain particular configurations in the dual combinatorial map (see [8] for a demonstration of these results).

<table>
<thead>
<tr>
<th>Table 1. Relationships between particular configurations in the original and dual combinatorial maps</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\mathcal{D}, \sigma, \alpha))</td>
</tr>
<tr>
<td>self-loop</td>
</tr>
<tr>
<td>bridge</td>
</tr>
<tr>
<td>self-direct-loop (</td>
</tr>
<tr>
<td>pendant dart (</td>
</tr>
</tbody>
</table>

Contraction kernels described in Section 2.8 may induce the creation of some redundant edges. Using the dual graph framework, such redundant edges are characterized by their associated dual edges which are incident to dual vertices with a degree lower than 3. Using the combinatorial map framework one of the dart of a redundant edge \(\alpha^*(d)\) is either a self-direct-loop (see Table 1) or belongs to an orbit of \(\varphi\) with a cardinal equal to 2. This last condition characterizes dual vertices with a degree 2 and may be checked by: \(\varphi^2(d) = d \) or \(\varphi(\sigma(d)) = \alpha(d)\).

Combinatorial maps have thus the following interesting properties:

- The darts are ordered around each vertex and face. Note that, this information is not encoded by the simple graph data structure used by Meer [22], Montanvert [23] and Jolion [14] nor explicitely available in dual graph data structures.
Fig. 12. The combinatorial maps corresponding to $\overline{G_4}$ and its dual. The lower part of this figure represents an encoding of the permutation $\sigma$ by an array of integers.

- The simplicity and the efficiency of the computation of the dual combinatorial map avoids an explicit encoding of the dual graph.
- The combinatorial map formalism may be extended to any dimensions [19].

4 Combinatorial Pyramids

The aim of combinatorial pyramids is to combine the advantages of combinatorial maps with the reduction scheme defined by Kropatsch [15]. A combinatorial pyramid will thus be defined by an initial combinatorial map successively reduced by a sequence of contraction or removal kernels defined in the combinatorial map framework. The definition of combinatorial pyramids requires thus a formal definition of the contraction and removal operations in the combinatorial map framework.

Using combinatorial maps, the removal operation (see Definition 2) is encoded as an update of the permutation $\sigma$. The analytic form of Definition 2 is given by proposition 1. Note that this last operation may be performed efficiently if $\sigma$ is encoded by an array of integers.

**Definition 2. Removal Operation**

Given a combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$ and a dart $d \in \mathcal{D}$. If $\alpha^*(d)$ is not a bridge, the combinatorial map $G' = G \setminus \alpha^*(d) = (\mathcal{D}', \sigma', \alpha)$ is defined by:

- $\mathcal{D}' = \mathcal{D} \setminus \alpha^*(d)$ and $d$
- $\sigma'$ is defined as:

  \[ \forall d \in \mathcal{D}' \quad \sigma'(d) = \sigma^n(d) \text{ with } n = \min \{ p \in \mathbb{N}^* \mid \sigma^p(d) \notin \alpha^*(d) \} \]
Note that the bridges are excluded from Definition 2 in order to keep the number of connected components of the combinatorial map. Moreover, since both the dart $d$ and its opposite $\alpha(d)$ are removed, the involution $\alpha$ of $G'$ is restricted to the reduced dart set $\mathcal{D} \setminus \alpha^*(d)$. Although, the involution $\alpha$ of the reduced graph is mathematically different from the one of the original graph, the implicit encoding of the permutation $\alpha$ by the sign (see Section 3) may remain unchanged in both graphs. We thus consider that the involution $\alpha$ is unchanged by the removal operation.

**Proposition 1.** Given a combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$ and a dart $d \in \mathcal{D}$ which is neither a bridge nor a self-direct-loop, the combinatorial map $G \setminus \alpha^*(d) = (\mathcal{D} \setminus \alpha^*(d), \sigma', \alpha)$ is defined by:

\[
\begin{align*}
\forall d' & \in \mathcal{D} \setminus \sigma^{-1}(\alpha^*(d)) \quad \sigma'(d') = \sigma(d) \\
\sigma'(\sigma^{-1}(d)) & = \sigma(d) \\
\sigma'((\sigma^{-1}(\alpha(d)))) & = \sigma(\alpha(d))
\end{align*}
\]

As stated in Section 2.8, the removal of one edge on a planar graph induces the contraction of its associated edge in its dual. Conversely, the contraction of one edge on the initial graph is equivalent to the removal of the associated dual edge in the dual graph (Fig. 12). This last property allows us to define the contraction operation as a removal performed in the dual combinatorial map.

**Definition 3.** Contraction operation

*Given a combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$ and a dart $d \in \mathcal{D}$ which is not a self-loop, the contraction of dart $d$ creates the combinatorial map $G / \alpha^*(d)$ defined by:*

\[
G / \alpha^*(d) = \overline{G \setminus \alpha^*(d)}
\]

Note that this operation is well defined since $d$ is a self-loop in $G$ if and only if it is a bridge in $\overline{G}$. Thus, any sequence of removal or contraction operations will preserve the number of connected components of the initial graph. This last property is useful in the irregular pyramids framework because it attempts to simplify the initial planar map while preserving its essential topological properties. Moreover, since the involution $\alpha$ is not modified by the removal operation and remains the same for one combinatorial map and its dual (see Section 3) it is also unchanged by the contraction operation.

Since the contraction operation is equivalent to a removal operation performed on the dual combinatorial map, the analytic form of Definition 3 may be deduced from the analytic form of the removal operation by substituting $\varphi$ by $\sigma$ in Proposition 1. This analytical form, rewritten in terms of modifications of the permutation $\sigma$ is provided in Proposition 2. The proof of this result together with the description of the special cases excluded from Propositions 1 and 2 may be found in [8].

**Proposition 2.** Given a combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$ and a dart $d \in \mathcal{D}$ which is neither a pendant edge nor a self loop. The combinatorial map
$G/\alpha^*(d) = (\mathcal{D} \setminus \alpha^*(d), \sigma', \alpha)$ is defined by:

\[
\begin{align*}
\forall d' \in \mathcal{D} \setminus \sigma^{-1}(\alpha^*(d)) & \quad \sigma'(d') = \sigma(d) \\
\sigma'(\sigma^{-1}(d)) & = \sigma(\alpha(d)) \\
\sigma'(\sigma^{-1}(\alpha(d))) & = \sigma(d)
\end{align*}
\]

a) $G_4/\alpha^*(\bar{5})$

b) $G_4 \setminus \alpha^*(\bar{5})$

**Fig. 13.** Contraction of the edge $\alpha^*(\bar{5})$ from $G_4$ and the associated dual removal.

Note that, since the dual graph is implicitly encoded, any modification of the initial combinatorial map will also modify its dual. Therefore, using combinatorial maps the dual combinatorial map is both implicitly encoded and updated. Moreover, the updates of the permutation $\sigma$ by the contraction operation preserves the orientation of the original combinatorial map. For example, let us suppose that the empty vertices displayed in Fig 14(a) represents two adjacent regions surrounded by the regions 1,2,3,4,a,b,c,d. This last sequence encodes the order in which the adjacent regions will be encountered when turning counterclockwise around the two adjacent regions. The order of this sequence is preserved when the two regions are merged in Fig. 14(b), by the contraction of their common edge.

a) 

b) 

**Fig. 14.** Preservation of the orientation using combinatorial maps
Definitions 2 and 3 define the value of the permutation $\sigma$ after the removal or the contraction of one edge. Such definitions may be extended to the removal or the contraction of a set of edges [8]. However, in order to avoid testing the preconditions of these operations for each edge we have to adapt the concept of contraction kernel (see section 2.8) to the combinatorial map framework.

**Definition 4. Contraction Kernel**

Given a connected combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$ and a non-empty set of darts $B \subset \mathcal{D}$ encoding the adjacency relationship between $G$ and its background. The set $K \subset \mathcal{D}$ will be called a contraction kernel iff:

1. $K$ is a forest of $G$,
2. $K$ does not intersect $B$.

The set $SD = \mathcal{D} - K$ is called the set of surviving darts.

Note that the set of surviving darts of a contraction kernel cannot be empty since it contains at least $B$. Unlike dual graph contraction kernels, contraction kernels defined within the combinatorial map framework do not specify the surviving vertices. Within such framework, the surviving vertices are implicitly defined by the orbits of the updated permutation $\sigma$.

Given an initial combinatorial map $G_0 = (\mathcal{D}, \sigma, \alpha)$ and a contraction kernel $K$, the contracted combinatorial map $G' = G/K = (SD, \sigma', \alpha)$ may be deduced from $G$ by the iterative contraction of each dart contained in $K$ using proposition 2. However, this last solution does not allow a straightforward parallel implementation and induces unnecessary updates of the permutation $\sigma$. The parallel computation of the contracted combinatorial map is based on the concept of connecting walk:

**Definition 5. Connecting walk**

Given a combinatorial map $G = (\mathcal{D}, \sigma, \alpha)$, a contraction kernel $K$ and a dart $d \in SD$, the connecting walk associated to $d$ is equal to:

$$CW(d) = d, \varphi(d), \ldots, \varphi^{n-1}(d) \text{ with } n = \min\{p \in \mathbb{N}^* \mid \varphi^p(d) \in SD\}$$

Note that, only the first dart of each connecting walk survives. Each connecting walk $CW(d)$ connects the surviving darts $d$ and $\varphi^n(d)$ by a sequence of non-surviving darts.

Connecting walks may be considered as an extension of the connecting paths used by Jolion [14] and Montanvert [23] (see Section 2.5). However, using contraction kernels, the MIS requirements are substituted by the more general concept of forest requirement. Therefore, the paths defined by Montanvert and Jolion have to be replaced by the more general concept of walks [13]. Moreover, since the trees of the forest may have any depth, the length of a connecting walk is not bounded by 3. Finally, using combinatorial maps, a connecting walk is an ordered sequence of darts which preserves the order defined on $\mathcal{D}$ by the permutation $\varphi$. More precisely, given a surviving dart $d$ and its connecting walk we have [9]:

$$\forall d \in SD \quad \varphi'(d) = \varphi^n(d) \quad (3)$$
Where $n = \text{Min}\{p \in \mathbb{N}^* \mid \varphi^p(d) \in SD\}$ and $\varphi' = \sigma' \circ \alpha$ denotes the $\varphi$ permutation of the contracted graph $G/K$. The permutation $\alpha$ being an involution, the permutation $\sigma'$ may be retrieved from $\varphi'$ by $\sigma' = \varphi' \circ \alpha$. We have thus:

$\forall d \in SD \quad \sigma'(d) = \varphi^n(\alpha(d))$ with $n = \text{Min}\{p \in \mathbb{N}^* \mid \varphi^p(\alpha(d)) \in SD\}$

Note that, $\varphi^{n-1}(\alpha(d))$ is the last dart of $CW(\alpha(d))$. Therefore, the permutation $\alpha$ remains unchanged in the contracted combinatorial map while the permutation $\sigma'$ maps each surviving dart $d$ to the $\varphi$-successor of the last dart of $CW(\alpha(d))$. Therefore, the computation of the $\sigma$-successor of a dart $d$ in the contracted combinatorial map requires to traverse $CW(\alpha(d))$. Sequential algorithm 1 computes the $\sigma$-successor of all the surviving darts in the contracted combinatorial map. Since the set of connecting walks forms a partition of $\mathcal{D}$ (see proof in [9]), Algorithm 1 has to traverse $|\mathcal{D}|$ darts. Its complexity is thus equal to $O(|\mathcal{D}|)$.

```
1 dart contracted_sigma(G = (\mathcal{D}, \sigma, \alpha), K)
2 {
3   For each $d \in SD = \mathcal{D} - K$
4     do
5       $d' = \varphi(\alpha(d)) = \sigma(d)$ \textit{// Second dart of $CW(\alpha(d))$}
6     while ($d' \in K$) \textit{// computation of $CW(\alpha(d))$}
7       $d' = \varphi(d')$
8       $\sigma'(d) = d'$
9     done
```

**Algorithm 1:** Computation of the permutation $\sigma'$ of the contracted combinatorial map $G' = (SD, \sigma', \alpha)$

Using the dual graph pyramid scheme, a removal kernel is defined as a contraction kernel applied on the dual combinatorial map. Therefore, all results already obtained on contraction kernels remain valid in the dual combinatorial map for removal kernels [9]. The connecting walks defined by removal kernels may be constructed as a sequence of $\sigma$-successors of a surviving dart:

$\forall d \in SD \quad CW_R(d) = d_0 \sigma(d) \ldots \sigma^{n-1}(d)$ with $n = \text{Min}\{p \in \mathbb{N}^* \mid \sigma^p(d) \in SD\}$.

The $\sigma$-successor of any surviving dart $d$ in the removed combinatorial map is then defined as $\sigma^n(d)$ where $\sigma^{n-1}(d)$ is the last dart of $CW_R(d)$. The updated permutation $\sigma'$ may thus be computed from the original combinatorial map by a traversal of the connecting walks defined by the removal kernel. This traversal may be performed by a slightly modified version of Algorithm 1 where line 8 is replaced by the instruction $d' = \sigma(d)$.

Using the same scheme as dual graph pyramids (see section 2.8), the level generation using a contraction kernel $K$ is performed in two steps:
1. One set of edge contractions encoded by a contraction kernel $K_1$.
2. The removal of redundant edges encoded by a removal kernel $K_2$. Such redundant edges are incident to faces with a degree one or two (see Section 2.8 and 3).

5 Conclusion

In this paper we have described different hierarchical models and some of the basic processes working on them: regular, irregular and combinatorial pyramids. All three possess the following important properties [4]:

- Independence to resolution,
- global to local interactions,
- $\log(\text{image diameter})$ parallel complexity.

In the remaining of this section, we want to differentiate the advantages and drawbacks of the three types of pyramids discussed in the paper. The first part of Table 2 describes the properties of the basic entities represented at each level of the structure. In the second part, we consider the properties of the projection of these basic entities into the image plane.

Each level of the hierarchy encodes a set of resolution cells ("region") and their respective adjacencies. A resolution cell is explicitly encoded by a pixel or a vertex of the graph structure while it is implicitly coded by a $\sigma$-orbit of the combinatorial map. An adjacency relation between two resolution cells is implicitly encoded by a crack between two 4-adjacent pixels while it is explicitly coded as an edge of the graph or a couple of darts $(d, \alpha(d))$ in the other hierarchies. A point is defined where three or more resolution cells meet. It is implicitly defined as a pixel corner in the regular structure and as a $\varphi$-orbit in the combinatorial map while it is not encoded by the simple graph pyramids and explicitly encoded as a dual vertex in the dual graph. A combinatorial map is the only structure which explicitly codes the orientation of the resolution cells local arrangements by the permutation $\sigma$.

The receptive field of a resolution cell defines its projection into the image plane. The regular pyramid is the only structure which restricts the form of the receptive fields to regular shapes. Using hierarchies, the segmentation of the image plane is achieved by selecting a set of roots (Section 2.6). The receptive field of each root defines a region of the image plane. The pyramid linking [10] algorithm adapts the shape of the regular pyramid receptive fields to the image content. All other hierarchies may use the receptive fields obtained from the pyramid construction scheme. Moreover, the pyramid linking algorithm is the only segmentation scheme which may produce non connected regions (e.g. [24]). A boundary is defined as the image embedding of an adjacency relation. This boundary may be not connected using regular or simple graph hierarchies.

Dual graph and Combinatorial pyramids are thus the only hierarchies which provide both connected regions and connected boundaries. Combinatorial pyramids combine the advantages of dual graph pyramids with an explicit orientation
of the boundary segments of the embedded object thanks to the permutation $\sigma$. Moreover, using combinatorial maps, the dual graph is both implicitly encoded and updated. Finally, the combinatorial map formalism is defined in any dimensions.
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