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Abstract

In this paper a framework is presented that produces the
mosaic cor responding to the background object of an image
sequence. It is based on the dominant motion assumption,
which states that the background has a parametric motion
and occupates the main part of the images. The foreground
objects are localised by their different motion. This local-
isation is computed together with the background motion
in an iterative method. The regions corresponding to the
background are then pasted onto the mosaic using classic
methods adapted to object elimination or a new mosaicking
method based on a striping that takes the foreground objects
localisation into account.

1. Introduction

Video sequences generally present a high temporal re-
dundancy, because the background and the foreground ob-
jects are repeated over the consecutive images. The mo-
saicking technique allows to produce a single image that
represents a whole shot, by eliminating this temporal redun-
dancy. The general structure of such algorithms involves
two steps towards building a static mosaic [3]: first, the im-
ages are aligned using a parametric motion model (registra-
tion), then they are pasted together to produce the mosaic
image (mosaicking).

When the apparent displacements are well approximated
by a simple parametric model, the whole images can be
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pasted together. This doesn’t hold when several distinct mo-
tions appear. Based on a segmentation step, the algorithm
will choose which part of the image shall go onto the mo-
saic.

1.1. Alignment of images and motion segmentation

Given an object, finding its motion and its location are
two related problems. Indeed, if the general motion is not
known, local motion computation is less precise since local
contribution to motion field can be small compared to the
general motion. In this case, finding the object boundaries
is more difficult. Reversely, the motion computation can
be biased if the parameters are evaluated on an image that
contains no coherent motion or more than one.

We can distinguish two kinds of methods to process reg-
istration and segmentation based on motion:

a) The first ones are based on the preliminary computa-
tion of a local motion field. Regression techniques are then
applied to these data to segment images into regions with
coherent motions[6, 10], and evaluate their motion.

b) The other methods involve global alignement based
on aparametric model [3, 7, 8]. When multiple motions are
present in the sequence this framework can only be used to
find the dominant motion under the assumption that the cor-
responding object occupates the main part of a given region
of interest. A multiresolution framework [1] reveals to be
well adapted to this problem. It was coupled in [4] with de-
tection of outlier objects to avoid taking them into account,
thereby reducing their influence on the computed motion.
Because of the expected properties of the background (see
section 2) this framework is used for the analysis part of our
mosaic building method.
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Whatever alignment method for image pairs is chosen,
global alignment frameworks [9, 2] then compose the pair-
wise parameters to produce aligment parameters between
the source images and the mosaic.

1.2. Generation of mosaic

Once images are aligned, they can be pasted onto the
mosaic manifold [7], that is a value is computed for each
pixel in the mosaic space based on the values of the corre-
sponding pixels from the aligned images.

Mosaicking methods can be classified as combining and
partitionning techniques. With combining methods, values
are averaged or a median is computed [3]. Sharper mosaics
can be obtained by partitioning the mosaic image into re-
gions and copying all the pixels in one region from a same
source image; the risk is to produce mosaics with disconti-
nuities at the boundaries of the regions. This partition may
be guided by global motion, as in the striping technique
[7, 8], or computed from local displacements as in [2].

Object elimination was introduced for combining meth-
ods in [10] with the layered representation. In each source
image a mask selects the pixels associated with a given
layer. The layer mosaic is then produced by combining pix-
els that lie on the masks and discarding objects situated out-
side the masks.

Our approach is intended to produce sharp mosaics by
using partitionning, while perfoming object elimination.

1.3. Structure of the algorithm

Registration and background segmentation are run in a
process involving a few iterations, each one improving the
results of the other. This module gives the alignment pa-
rameters between pairs of consecutive images and the mask
corresponding to the background pixels for each image.

The parameters are then composed to produce global pa-
rameters, that describe the alignment between source im-
ages and the mosaic manifold.

Using the global parameters images are aligned towards
the mosaic coordinates. Then a partitionning of the mosaic
is processed out of the aligment parameters and the back-
ground masks. Relying on it, pixels are copied from source
images to the mosaic. Figure 1 shows a data-flow of this
general framework.

2. Registration and Segmentation

In this section we will precise the base framework used
to align an image pair, while detecting the moving objects.
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Figure 1. Background mosaic computation

2.1. Framework

We chose to use a dominant motion approach with an as-
sociated segmentation as introduced in [4] for the registra-
tion of images. Local motion estimation is computed only
on aligned images, which increase their accuracy. The back-
ground is expected to occupy the main part of the image, so
the dominant motion effectively represents its motion. As
the background is supposed to be static in the real world
its apparent motion is just the effect of the camera move-
ment. Furthermore it is the farthest object in the image, so
a foreground/background segmentation is needed to detect
objects that occlude it. To allow the mosaicking, a paramet-
ric motion model represents the whole background motion.

For a pair of consecutive images the registration-
segmentation process is composed as follows:

1. Initialize the background mask to the mask cue (see
subsection 2.2) from the previously registered pair.

2. Repeat steps 3.,4.,5.,6. several times to converge to-
wards the motion and localisation of the background.

3. Find the dominant motion between the two original
images using the background mask. Only pixels be-
longing to this mask are taken into account.

4. Align one image onto the other using the parameters
computed in step 3.

5. Segment out foreground pixels.
6. Set the background mask from the result of step 5.

The dominant motion computation is usually processed
using a hierarchical method like [1]. The segmentation is
based on local motion estimation: pixels with a local mo-
tion over some threshold belong to the foreground. This
threshold is fixed (typically 1.0 pixel), or decreases at each
loop to take into account the non perfect alignment in the
first loops.
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2.2. Cuefor the background mask

In the alignment/segmentation process, each alignment
is performed by taking into account only pixels belonging
to the background mask. When this mask does not represent
the background precisely enough, this introduces a risk that
the first steps converge towards the motion of a foreground
object instead of the background.

shortened:

We can avoid such an erroneous conver genceby using
the background mask computed for the previousimage
pair in thefirst registration. The only foreground pix-
els that are then taken into account for the global motion
estimation belong to newly occluded regions.

3. Mosaicking

At this stage two kinds of information are available:
alignment parameters between each image and the mosaic,
and background masks for each source image.

Our purpose is to combine the image pixels to get a mo-
saic image composed only of background objects. We focus
in the following on the computation of the gray value v(Z)
for a given pixel # on the mosaic.

Let us denote v;(Z) the gray value of the correspond-
ing pixel in image at time ¢ (this value is computed out by
warping the source image according to alignement parame-
ters), and bg, () the related value of the background mask
(bg, = 1 for background pixels).

3.1. Classical methods

The simplest method consist in combining these values
with a function f like a mean or a median:

v=f(u|t=1...n)

This mosaicking method was extended to take into account
the background mask in [10], by combining only pixels cor-
responding to the background:

v=f(u|bgr=1,t=1...n)

At the opposite, the striping approach chooses one value
among those available. The mosaic image is partitioned into
regions, each of which is associated with one source image.
It is represented by a partition function s(#) € {1...n}
that gives the image number from which the pixel value for
Z s to be copied:

U = Vs(&) (f)

The striping method may present some discontinuities
at the boundaries between regions, although this is limited
by the registration procedure. It avoids the blurring caused
by the combination of many pixel values, thus producing
sharper mosaics.

3.2. Partitioning to discard foreground objects

The point is to define a partition function s(Z) such
that only background pixels (as defined by the background
mask) are selected. To do so, we recall striping method
where image centers are given a higher priority [7]. We
extend it to take into account the background mask in the
following manner.

Given a pixel Z of the mosaic, the corresponding pixel
in source image number ¢ is associated a positive confi-
dence coefficient C'*(Z) that tells in which measure the pixel
should appear in the final mosaic. During combination the
most confident pixel is selected:

s(Z) = argmax, (Cy(Z))

The striping technique which partitions using a Voronoi
tesselation [3] of the centers of source images can be
expressed in this model with a confidence coefficient
Ct (%) decreasing with the distance to the center of im-

center

ages. For example:

Cgenter(f) = exp(—||T — Zeenter|l/a)

where z ...t IS the center of the image and « a tuning
parameter. This gives higher priority to the center of the
source images that are more reliable (see [7]).

Our approach introduces a penalty for pixels near fore-
ground objects. Confidence C,fg (Z) is zero on foreground
mask (the complementary of background mask), and in-
creases with the distance to foreground mask. Denoting
dyse(%) as the distance from & to the closest foreground

pixel, this can be expressed as follows:

Chy(F) = — exp(—dyy (Z)/B)

This kind of function gives the priority to areas far from
moving object, thus limiting problems due to unprecise seg-
mentation boundaries.

The final confidence coefficient takes into account those
two points of view, by mixing them:

CH(F) = 0 where Z is not in background mask
v Ctpter (&) + A CY,(F)  elsewhere

An example of such a confidence image is shown in fig.2.
White pixels represent foreground pixels, and darker pixels
have a higher confidence.

4. Reaults

The methods presented in this paper were implemented
to test them on video sequences. More complete results are
described in [5].

suppressed subsection on cue mask test
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Figure 2. Foreground mask (a) and associated
confidence image (b)

Confidence C* from subsection 3.2 was used to produce
the mosaic in figure 3b out of the 30™ first images of the
flower garden sequence. We used the following parame-
ter values: a = 0.5, § = 20 and A\ = 1.0Original images
contain a tree in foreground that occludes parts of the back-
ground. The mosaicking reconstructed a view that com-
pletely discards it, and that indicates by black regions the
background areas for which no information is available.
Concerning sharpness, fig. 3b can be compared with the
mosaic obtained by a masked median combination (fig. 3a).
The difference is more visible on zoomed parts fig. 3d and ¢
: the white bar and the flower-bed appear much more neatly
on the mosaic produced using the partitionning method.

Figure 3. Mosaics obtained using the exposed
framework (see text for explanations).

5. Conclusion

In this report a framework was proposed to produce a
background mosaic from a video sequence. Our method
involves two steps: 1) alignment of images and localisation
of foreground objects, 2) pasting of the images onto the mo-
saic.

The structure of the first step relies on the assumption
that the background is the dominant object in the source
image , so that a dominant approach can be used (see sec-

tion 2). Localisation of foreground objects is based on local
residual motion intensity between aligned images. These
two modules are run in an iterative refining process where
alignment is computed on the segmented region, and seg-
mentation use aligned images. The use of an a-priori back-
ground mask derived from a previously aligned image pair
still improved the stability of the framework.

Concerning the mosaicking step (section 3), we reviewed
two classical methods that do not take into account the pres-
ence of moving objects, and extended them to eliminate
foreground objects. A new framework was proposed to
achieve sharper mosaics, using a striping depending on the
distance to foreground objects.

The whole framework was implemented and tested on
the well-known flower-garden sequence. The proposed mo-
saicking method revealed itself as achieving a sharper mo-
saic than combining methods. What limits the whole frame-
work is the algorithm we chose for object detection and that
relies on the dominant motion assumption.

Applications of such an algorithm can be found in video
indexation, where a whole sequence can be summed up in a
single mosaic image that represents its background.
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