
Pattern Recognition 40 (2007) 3209–3224
www.elsevier.com/locate/pr

Face and palmprint pixel level fusion and Kernel DCV-RBF classifier for
small sample biometric recognition

Xiao-Yuan Jinga,∗, Yong-Fang Yaoa, David Zhangb, Jing-Yu Yangc, Miao Lid

aInstitute of Automation, Nanjing University of Posts and Telecommunications, Guangdong Road No. 38, Nanjing 210003, China
bDepartment of Computing, Hong Kong Polytechnic University, Kowloon, Hong Kong

cInstitute of Computer Science, Nanjing University of Science and Technology, Nanjing, China
dInstitute of Computer Science, Harbin Institute of Technology, Harbin, China

Received 13 April 2006; received in revised form 19 January 2007; accepted 22 January 2007

Abstract

Recently, multi-modal biometric fusion techniques have attracted increasing attention and interest among researchers, in the hope that the
supplementary information between different biometrics might improve the recognition performance in some difficult biometric problems. The
small sample biometric recognition problem is such a research difficulty in real-world applications. So far, most research work on fusion
techniques has been done at the highest fusion level, i.e. the decision level. In this paper, we propose a novel fusion approach at the lowest level,
i.e. the image pixel level. We first combine two kinds of biometrics: the face feature, which is a representative of contactless biometric, and the
palmprint feature, which is a typical contacting biometric. We perform the Gabor transform on face and palmprint images and combine them
at the pixel level. The correlation analysis shows that there is very small correlation between their normalized Gabor-transformed images. This
paper also presents a novel classifier, KDCV-RBF, to classify the fused biometric images. It extracts the image discriminative features using a
Kernel discriminative common vectors (KDCV) approach and classifies the features by using the radial base function (RBF) network. As the
test data, we take two largest public face databases (AR and FERET) and a large palmprint database. The experimental results demonstrate
that the proposed biometric fusion recognition approach is a rather effective solution for the small sample recognition problem.
� 2007 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Biometric, which refers to the automatic recognition of peo-
ple based on distinctive physical characteristics (e.g., face, fin-
gerprint, iris, palmprint, signature, gait, etc.), is a topic of con-
siderable current research interest given the growing need for
secure transaction processing using reliable methods [1]. Bio-
metric recognition techniques can overcome some of the lim-
itations of traditional personal identification technologies but
new algorithms and solutions are still required [2,3]. There are
three common difficulties when using biometric data in real-
world biometric recognition systems [1]: first, it is often neces-
sary to recognize or identify one individual from among many.
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More specifically, given an input biometric sample, a biomet-
ric system must determine if the pattern is associated with
any of a large number of enrolled identities. Second, there is
the problem of high dimensionality. Biometric data are usually
represented as an image but the high dimensionality of bio-
metric data makes direct classification in image space almost
impossible, both because the similarity calculation is computa-
tionally very expensive and because it make very large storage
demands and so requires a dimension reduction technique prior
to recognition. Third, there is the small sample size recognition
problem [4–6] which arises because, unlike in optical character
recognition problems, large-scale biometric systems make use
of a very limited number of training samples.

In real-world applications, it is often difficult to get a satis-
factory recognition performance with techniques that use only
single-mode biometric. Recently, multi-modal biometric fusion
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techniques have attracted increasing research interest in the be-
lief that the supplementary information between different bio-
metrics might improve the recognition performance. Hong et al.
[7] achieved improvements by integrating fingerprint and face
biometric while Jain et al. [8] combined three biometrics: face,
fingerprint, and hand geometry. The biometric fusion procedure
usually involves two steps. The first is to select an appropri-
ate biometric, one which is able to provide the supplementary
information for use in recognition. The second is to design an
effective method for fusing the biometric. Broadly, there are
three levels of fusion: pixel level, feature level, and decision (or
classifier) level [9]. To data, most research on fusion has been
done at the highest level, that is, the decision level [10–13].

In this paper, we propose a novel fusion approach that oper-
ates at the lowest level, i.e. the pixel level. We use two kinds of
biometric: the face feature, which is a representative of contact-
less biometric (e.g., face, gait [14], ear [15]); and the palmprint
feature, which is one of the contacting biometrics (e.g., finger-
print, iris [16], palmprint [17]). The simplest pixel level fusion
method is to directly combine the original face and palmprint
images, however, so as to acquire more image information for
use in small sample biometric recognition, we combine the
Gabor-based face and palmprint images. The Gabor transform
is a windowed Fourier transform, which is suitable for ana-
lyzing gradually changing signals. Face and palmprint images
may be regarded as these kinds of signals. The Gabor transform
models rather well the receptive field profiles of the cortical
simple cells. It has the properties of multi-scale and multi-
directional filtering. These properties are in accordance with
the characteristics of human vision. Some researchers used the
Gabor filtered images for face recognition [18,19]. Kong et
al. [17,20] extracted palmprint features using two-dimensional
Gabor filters. Therefore, the Gabor transform is suitable for
face and palmprint biometric. We demonstrate that there is very
small correlation between their normalized Gabor-transformed
images.

The fused image data used in real-world applications are usu-
ally high-dimensional and large-scale and must be processed
using an effective classifier. The classifier should extract ap-
propriate features and use an appropriate classification method.
Discrimination analysis techniques are suitable for processing
biometric images because they allow the extraction of image
discriminative features, reduce dimensionality, and consume
less computing time [21]. Two classical linear discrimination
techniques are the principal component analysis (PCA) and the
linear discrimination analysis (LDA). They have been used to
develop many linear and nonlinear discrimination methods such
as the Eigenface method [22], the Fisherface method [23], the
direct LDA (DLDA) method [24], the uncorrelated optimal dis-
crimination vector (UODV) method [25,41], the discriminant
fractional Fourier method [42], the discriminant DCT method
[43], the Kernel PCA method [26] and the generalized Kernel
discriminant analysis method [27]. One newly developed dis-
crimination method [28] that has been shown to be more ef-
fective than some conventional methods, including Eigenface,
Fisherface and DLDA, is the discriminative common vectors
(DCV) algorithm. In this paper, we extend DCV to the Ker-

nel space and present a new nonlinear discriminative feature
extraction approach, the Kernel DCV (KDCV) approach.

The classifier should also use an appropriate feature classifi-
cation method. Many linear and nonlinear discrimination algo-
rithms use the nearest neighbor (NN) method. For example, the
DCV algorithm uses it by employing the Euclidean distance.
One of most widely applied neural networks is the radial basis
function (RBF) network, which is applied to the function ap-
proximation and pattern classification [29–31]. RBF network
has four advantages [32,33]: (i) global optimal approximation
characteristic, (ii) favorable classification capability, (iii) rapid
convergence of learning procedure, and (iv) an optimal network
that can accomplish the mapping function in the feed-forward
neural networks. In this paper, we demonstrate that the RBF
network is more suitable for classifying the KDCV features
than the NN method and present a novel classifier, KDCV–RBF,
which uses the same kernel function for both KDCV and RBF.
The Kernel discrimination methods often adopt the polyno-
mial and Gaussian kernel functions. RBF network generally
uses three radial basis functions: the multi-quadric equation, the
inverse multi-quadric equation, and Gaussian basis functions
[34]. The KDCV–RBF classifier uses the Gaussian function.

We use two largest public face databases (the AR and FERET
databases) and a large palmprint database as the test data. The
experimental results will show that the proposed fusion ap-
proach significantly improves the recognition performance of
the small sample biometric problem. The rest of the paper is
organized as follows. In Section 2, we describe the Gabor-
based pixel level fusion procedure. In Section 3 we describe
the KDCV–RBF classifier. In Section 4 we provide the exper-
imental results. Finally, we give the conclusion in Section 5.

2. Gabor-based pixel level fusion

In this section we describe the face and palmprint pixel fusion
procedure which is based on Gabor transform.

2.1. Face and palmprint Gabor transform

As an image analysis tool, the Gabor transform is suitable
for analyzing gradually changing data such as the face, iris and
palmprint images. The circular Gabor filter used here has the
following general form:

G(x, y, �, u, �) = 1

2��2
exp

{
−x2 + y2

2�2

}

× exp{2�i(ux cos � + uy sin �)}, (1)

where i=√−1, u is the frequency of the sinusoidal wave, � con-
trols the orientation of the function and � is the standard devia-
tion of the Gaussian envelope. Fig. 1 shows the face demonstra-
tion images of the Gabor transform: (a) shows an original face
image; and (b) shows the results of Gabor filtering (expressed
by magnitude values). The size of the face image is 60 × 60.
For the filter parameters in Formula (1), � is set as {2, 4, 8, 16},
u=1/� and � is set as {0, 1, 2, 3, 4, 5, 6, 7}×(�/8). So the Ga-
bor transform used in this paper contains four scales and eight
orientations.
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Fig. 1. Face demonstration images of Gabor transform.

Fig. 2. Palmprint demonstration images of Gabor transform.

Fig. 2 shows the palmprint demonstration images of the
Gabor transform: (a) shows an original palmprint image; and
(b) shows the results of Gabor filtering (expressed by magni-
tude values). The size of the original palmprint image is again
60 × 60.

2.2. Fusion and pixel normalization

We implement the pixel level fusion as follows:

(i) Let Xf ace and Xpalm separately represent the face
and palmprint image sample sets. Assume that xf ace

represents a sample of Xf ace with size 60×60. Performing
the Gabor transform on xf ace, we obtain 32 (=4 × 8)

transformed images, as shown in Fig. 1. Combining them,
we get a Gaborface image sample xGaborf ace, the initial
size of which is 240 × 480. To reduce the computational
cost, we downsample each transformed image by a ratio
equal to 4. So the size of xGaborf ace is reduced to 60×120.
Similarly, for a sample yf ace in Xpalm, we obtain its Gabor-
transformed sample xGaborpalm.

(ii) Combining xGaborf ace and its corresponding xGaborpalm

vertically, we get a fused image sample xf use, the size of
which is 120 × 120. Fig. 3 shows a sample fused image
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Fig. 3. Sample fused image.

which combines the Gabor-transformed images shown in
Figs. 1 and 2. We thus obtain a fused image sample set
Xf use.

The imaging conditions of the face and palmprint images
are different. For example, they were obtained under different
illumination conditions and camera focus settings. Therefore,
it is necessary to perform the pixel normalization for fused
images. We normalize xf use as follows:

xnorm-f use = xf use − �f use

�f use

, (2)

where �f use and �f use indicate the mean value and vari-
ance value of Xf use. We thus obtain a normalized sample set
Xnorm-f use.

2.3. Correlation analysis of pixel level

Let a and b separately express the face and palmprint image
parts of xnorm-f use. We use the following formula to evaluate
their correlation coefficient corr(a, b):

corr(a, b)

=
∑60

i=1
∑120

j=1|(aij−ā)(bij−b̄)|([∑60
i=1

∑120
j=1(aij−ā)2

]
×

[∑60
i=1

∑120
j=1(bij−b̄)2

])1/2
,

(3)

where | | indicates the absolute value, ā and b̄ are the mean val-
ues of a and b. We compute the correlation coefficients of all
samples in Xnorm-f use, and then obtain the average correlation
coefficient corr(Xnorm-f use). Table 1 provides the correlation

Table 1
Correlation analysis of the face and palmprint images

Sample sets Face and palmprint Average correlation
databases combination coefficients

Normalized Gabor- AR and palmprint 0.0344
transformed image sample FERET and palmprint 0.0395
set Xnorm-f use

Original image sample AR and palmprint 0.1351
sets Xf ace and Xpalm FERET and palmprint 0.1185

analysis of the face and palmprint images. For the original im-
age sets Xf ace and Xpalm, we use the same method to calculate
their correlation coefficients as Xnorm-f use. Table 1 shows that
the pixel level correlation of the face and palmprint images is
quite small, especially for normalized Gabor-transformed im-
ages. This test shows that the Gabor transform is helpful in
reducing the correlation between different biometric images.

3. KDCV–RBF classifier

In this section, we describe the KDCV approach and present
the KDCV–RBF classifier.

3.1. Nonlinear discrimination analysis in Kernel space

The nonlinear discrimination analysis technique is based on a
conceptual transformation from an input space into a nonlinear
high-dimensional feature space. For a given nonlinear mapping
function �, the input data space Rn can be mapped into a
feature space F :

� : Rn → F, x �→ �(x). (4)

Correspondingly, a pattern in the original input space Rn is
mapped into a potentially higher dimensional feature vector in
F . Suppose that there are c known pattern classes in the sample
set X, li is the training sample number of the ith class, and there
will be a total of M = ∑c

i=1li training samples. Let S�
W , S�

B

and S�
T separately represent the within-class scatter matrix, the

between-class scatter matrix and the total-class scatter matrix
in the Kernel space F . They are defined as

S�
B = 1

M

c∑
i=1

li (�
�
i − ��)(��

i − ��)T, (5)

S�
W = 1

M

c∑
i=1

li∑
m=1

(�(xi
m) − ��

i )(�(xi
m) − ��

i )T, (6)

S�
T = 1

M

M∑
j=1

(�(xj ) − ��)(�(xj ) − ��)T, (7)

where �(xi
m) is the mth training sample of the ith class, ��

i is
the mean value of the ith class samples, �� is the mean value
of all training samples, and �(xj ) denotes a training sample
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of X. Define the Fisher discriminant criterion in F as

J1(�) = �TS�
B �

�TS�
W�

, (8)

or

J2(�) = �TS�
B �

�TS�
T �

. (9)

The optimal discriminant vector � is the eigenvector satisfies
equations S�

B � = �S�
W� or S�

B � = �S�
T �. � can be expressed

by a linear combination of the observations in the Kernel space
F , we have

� =
M∑

j=1

aj�(xj ) = H	, (10)

where H = [�(x1), �(x2), . . . ,�(xM)] and 	 = (a1, a2, . . . ,

aM)T. Substituting Eq. (10) into Eqs. (8)–(9), we obtain [27,36]:

J�
1 (	) = 	T(KUK)	

	T(K(IN − U)K)	
, (11)

and

J�
2 (	) = 	T(KUK)	

	T(KK)	
, (12)

where K is an M × M kernel symmetric matrix, K =
(Kij )i,j=1,2,...,M , Kij = �(xi)

T�(xj ); IN is a M × M iden-
tity matrix; and U is an M × M block diagonal matrix.
U = diag(U1, . . . , Uc) where Ui (i = 1, 2, . . . , c) is a li × li
matrix, the elements of which are equal to 1/li . Let S′

B =KUK,
S′

W = K(IN − U)K and S′
T = KK. Thus, we obtain the ba-

sic expressions of the nonlinear discrimination analysis in the
Kernel space F .

3.2. KDCV-based feature extraction

The principle of the DCV algorithm is to acquire the optimal
projection transform W in the null space of SW [28]:

J (W) = arg max
|WTSW W |=0

|WTSBW | = arg max
|WTSW W |=0

|WTST W |, (13)

where SW , SB and ST are the within-class, between-class and
total scatter matrices in the original feature space. Generally,
there are two steps in realizing the DCV algorithm. The first
is to obtain the null space of SW and the common vectors
constructing ST . The second is to get the projection transform
W and the DCV. Referring to the DCV algorithm, we realize
the KDCV-based feature extraction approach as follows:

(i) Compute the common vectors.
S′

W is an M ×M symmetric matrix. Let Rd be the original
sample space, V be the nonnull space of S′

W , and V ⊥ be
the null space of S′

W . We have

V = span{
k|S′
W
k �= 0, k = 1, 2, . . . , r}, (14)

and

V ⊥=span{
k|S′
W
k = 0, k = r+1, r+2, . . . , M}, (15)

where r is the rank of S′
W . Let Q = {
1, 
2, . . . , 
r} and

Q̄ = {
r+1, 
r+2, . . . , 
M}. Since Rd = V ⊕ V ⊥, each
sample �(xi

m) ∈ Rd has a unique decomposition of the
form

�(xi
m) = �(yi

m) + �(zi
m), (16)

where �(yi
m) = P�(xi

m) = QQT�(xi
m) ∈ V , �(zi

m) =
P̄�(xi

m)=Q̄Q̄T�(xi
m) ∈ V ⊥, and P and P̄ are the orthog-

onal projection operators onto V and V ⊥, respectively. V

can be realized by an eigenanalysis of S′
W . {
1, 
2, . . . , 
r}

are the eigenvectors corresponding to the nonzero eigen-
values of S′

W .
�(yi

m) and �(zi
m) separately represent the difference vector

and common vector parts of �(xi
m). It has been proved

by Gulmezoglu et al. [35] that for all samples of the ith
class, their common vector parts are same. In other words,
all of �(zi

m) (m = 1, 2, . . . , li ) are same. We use �(xi
com)

to represent the common vector of the ith class instead of
�(zi

m). We rewrite Eq. (16) and calculate �(xi
com) as

�(xi
com) = �(xi

m)−�(yi
m)=�(xi

m)−QQT�(xi
m). (17)

Thus, we obtain a common vectors set A = {�(x1
com),

�(x2
com), . . . , �(xc

com)}.
(ii) Compute the optimal projection transform.

Let S�
com denote the total scatter matrix of A:

S�
com =

c∑
i=1

(�(xi
com) − ��

com)(�(xi
com) − ��

com)T, (18)

where

��
com = 1

c

c∑
i=1

�(xi
com). (19)

The optimal projection transform W maximizes

J (W) = arg max
|WTS′

W W |=0
|WTS′

T W | = arg max
|WTS′

W W |=0
|WTS�

comW |.

(20)

W is composed of the eigenvectors corresponding to the
nonzero eigenvalues of S�

com. Generally, all classes are in-
dependent in the sample set X. Hence, all common vectors
are independent and the rank of S�

com is c − 1. We obtain
the nonlinear DCV

yi = WT�(xi
com), i = 1, 2, . . . , c. (21)

Similar to DCV, yi is identical for the ith class and the
feature dimension of yi is c − 1. With respect to any test-
ing sample �(xtest ), we get its transformed feature vector
ytest = WT�(xtest ) to conduct the recognition test. This
completes the discriminative feature extraction procedure.
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3.3. Biometric recognition procedure using KDCV–RBF
classifier

Being a feed-forward neural network, the RBF network has
been widely applied to function approximation and pattern
recognition. Fig. 4 shows a basic RBF network structure [32].

Generally, the RBF network contains three layers: an input
layer, a hidden layer and an output layer. The unit number
of the input layer is decided by the feature vector dimension
of samples. The units of the hidden layer correspond to the
clustering centers of the training sample set. The position and
number of units in the hidden layer are adjustable. The unit
number of the output layer is equal to the number of classes. For
expected output values of all training samples of the ith class,
we assign the output value of the ith unit to be 1 and the output
values of the other units to be 0. The weights between the input
and hidden layers are set as 1, while the weights between the
hidden and output layers are adjustable.

Here, we combine the KDCV and RBF network to clas-
sify the pixel level fused images. In other words, we present
a KDCV–RBF classifier. We employ the same kernel function
for both KDCV and RBF network, i.e. the Gaussian function.
Following is the whole fusion recognition procedure using the
proposed classifier:

Step 1: Pixel level fusion: For the face and palmprint image
sample sets Xf ace and Xpalm, we use the pixel level fusion
approach described in Section 2 to get a fused image sample

g1 g2 g3
g4 gc

Adjustable weights 

Fixed weights (=1) 

Output Layer 

Hidden Layer 
(adjustable hidden units) 

Input Layer 

t1 t2 tc

d(c-1)d(2)d(1)

Fig. 4. A basic RBF network structure.

Nonlinear  

feature 

extraction 

Gaborface

Gaborpalm 

Pixel

level  

Recognition 
result

KDCV- RBF 

classifier 

Fig. 5. Multi-modal biometric fusion recognition procedure.

set Xnorm-f use. We take the form of feature vector to represent
Xnorm-f use and obtain a one-dimensional sample set X.

Step 2: Discriminative feature extraction: For X, we use the
KDCV approach to achieve the optimal projection transform W

and c nonlinear DCV, which construct the training sample set
Ytrain. Performing W on all testing samples, we get the testing
sample set Ytest . With respect to the Gaussian kernel function
k(x1, x2) = exp(−‖x1 − x2‖2/2�2), �2 is set as the variance of
the training sample set of X.

Step 3: Classification: Separately input Ytrain and Ytest to
the RBF network. The numbers of units in the input, hidden
and output layers are c − 1, c and c, respectively. We use all c

nonlinear DCV as the clustering centers, i.e. the hidden units.
The unit values of three layers are initially normalized to the
range [−1, 1]. With respect to the Gaussian radial basis func-
tion g(y1, y2) = exp(−‖y1 − y2‖2/2�2), where �2 is set as 10
which is slightly better than other values in the experiments.
Since the weights between the input and hidden layers are equal
to 1, we only need to calculate the weights’ matrix WRBF be-
tween the hidden and output layers. For Ytrain, G expresses
the hidden layer values, WRBF G denotes the actual output val-
ues, and T expresses the expected output values. WRBF is thus
computed by

WRBF = G+T , (22)

where G+ is the pseudoinverse of G. Then, we can use the
trained RBF network to test the sample set Ytest .

Fig. 5 shows the whole recognition procedure.

4. Experimental results

In this section, we first introduce two face databases (AR and
FERET) and a palmprint database. We then provide biomet-
ric fusion results by using two pairs of databases, that is, AR
and palmprint databases, and FERET and palmprint databases.
The experiments compare pixel level and classifier recognition
methods as follows:

Pixel level methods: Use different image data and classify
them with the KDCV–RBF classifier (here abbreviated to
KDRC). The pixel level methods include: (1) using single-
mode original images, respectively, from the AR, FERET and
palmprint databases, we have AR-KDRC, FERET-KDRC and
Palm-KDRC. (2) Instead of doing a Gabor transform, directly
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a b c d e f g h i j

k l m n o p q r s t

u v w x y z

Fig. 6. Demonstration images of one subject from the AR database.

using original images to do pixel level fusion on two pairs
of databases (i.e. AR and palmprint, and FERET and palm-
print), we have ARPalm-Originalfusion-KDRC and FERET-
Palm-Originalfusion-KDRC. (3) Doing Gabor transform and
pixel level fusion, we have ARPalm-Gaborfusion-KDRC and
FERETPalm-Gaborfusion-KDRC.

Classifier methods: Use the fused Gabor-transformed im-
ages and classify them with different feature extraction and
classification methods. The classifier methods include: (1) us-
ing the KDCV and NN classifier (abbreviated to KDNC) on
two pairs of databases, we have ARPalm-Gaborfusion-KDNC
and FERETPalm-Gaborfusion-KDNC. (2) Using the DCV and
NN classifier (DNC), we have ARPalm-Gaborfusion-DNC and
FERETPalm-Gaborfusion-DNC. (3) Using the Kernel PCA and
NN classifier (KPNC), we have ARPalm-Gaborfusion-KPNC
and FERETPalm-Gaborfusion-KPNC. (4) Using the KDRC
classifier, we have ARPalm-Gaborfusion-KDRC and FERET-
Palm-Gaborfusion-KDRC (which are introduced in the last
paragraph).

As in the DCV algorithm [28], we employ the Euclidean
distance in the NN classification. For the Kernel PCA (KPCA)
[26] method, we also use the Gaussian kernel function and take
the same parameter setting as KDCV. We do not compare the
Kernel LDA method [27] in this paper because, for the small
sample recognition problem, KPCA outperforms Kernel LDA
in the experiments.

4.1. Introduction of databases

4.1.1. AR face database
The AR face database contains over 4000 color face images

of 126 people (70 men and 56 women), including frontal views
of faces with different facial expressions, under different light-
ing conditions and with various occlusions [37]. Most of the
pictures were taken in two sessions (separated by two weeks).
Each session yielded 13 color images, with 119 individuals (65

men and 54 women) participating in each session. The images
of these 119 individuals were selected and used in our exper-
iment for a total number of 3094 (=119 × 26) samples. All
color images are transformed into gray images. Each image
is 768 × 576 with 256 gray levels. Each image is scaled to
60×60. Fig. 6 shows all samples of one subject, where (a)–(m)
are from Session 1 and (n)–(z) are from Session 2. The details
of the images are: (a) and (n), neutral expression; (b) and (o),
smile; (c) and (p), anger; (d) and (q), scream; (e) and (r), left
light on; (f) and (s), right light on; (g) and (t), all sides light
on; (h) and (u), wearing sun glasses; (i) and (v), wearing sun
glasses and left light on; (j) and (w), wearing sun glasses and
right light on; (k) and (x), wearing scarf; (l) and (y) wearing
scarf and left light on; and (m) and (z), wearing scarf and right
light on.

4.1.2. FERET face database
The FERET database employed in our experiment includes

2200 facial images corresponding to 200 individuals with each
person contributing 11 images [38]. The images are named
with two-character strings from ranging “ba” to “bk”. The im-
ages in this database were captured under various illuminations
and display a variety of facial expressions and poses. Each im-
age is 384 × 256 with 256 gray levels. Since many images in
this database include the background and the body chest re-
gion, we automatically cropped every image sample. That is,
we intercepted a part having the rows from the 40th to the
340th in the original image, producing a part size of 300×256.
We performed a histogram equalization on the intercepted im-
ages and scaled them to 60 × 60. Fig. 7 shows all samples
of one subject. The details of the images are as follows: (a)
regular facial status; (b) +15◦ pose angle; (c) −15◦ pose an-
gle; (d) +40◦ pose angle; (e) −40◦ pose angle; (f) +25◦ pose
angle; (g) −25◦ pose angle; (h) alternative expression; (i) dif-
ferent illumination; (j) +60◦ pose angle; and (k) −60◦ pose
angle.
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Fig. 7. Demonstration images of one subject from the FERET database.
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Fig. 8. Demonstration images of one subject from the palmprint database.

4.1.3. Palmprint database
We use a palmprint database provided by the Hong Kong

Polytechnic University (HK-PolyU). This database contains
palmprint images from 189 individuals. The subjects mainly
consist of volunteers from among students and staff at HK-
PolyU. The subject was asked to provide about 10 images
each of the left palm and the right palm. Each person thus
provided 20 images making a database containing a total of
3780 (=189 × 20) images. The size of every original image is
384 × 284 pixels with 75 dpi resolution. Using the image pro-
cessing method in [17], the subimages of palmprint part with a
fixed size 128 × 128 were extracted from the original images.
In order to reduce the computational cost, each subimage was
compressed to 60 × 60. We took these subimages as palmprint
image samples for our experiments. Fig. 8 shows all the sam-
ples from one subject. The major changes are in illumination,
position including shift and rotation, and texture details. Sim-
ilar to the kinds of changes encountered in facial expressions,
the image may also be slightly affected by the way the hand is
posed, shrunk, or stretched.

4.2. Biometric recognition using AR face database and
palmprint database

The AR face database has 119 classes with each class con-
taining 26 samples. The palmprint database contains 189 classes
with each class containing 20 samples. We take sample subsets
of the same size from these two databases. In other words, we
use all 119 face classes with each class containing the first 20
samples, and use the first 119 palmprint classes with each class
containing all 20 samples. For small sample biometric recog-
nition, we set the numbers of training samples per class to be 2
and 3, respectively, and the remainder are used as testing sam-
ples.

Firstly, we set the number of training samples per class
to be 2 so that there are 238 (=119 × 2) training samples
and 2142 (=119 × 18) testing samples. Fig. 9(a) shows
the results of 30 random tests of AR-KDRC, Palm-KDRC,
ARPalm-Originalfusion-KDRC and ARPalm-Gaborfusion-
KDRC. It can be seen that the pixel level fusion methods
clearly improve the recognition performance of AR-KDRC and
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Fig. 9. Random testing results using AR and palmprint databases where the number of training samples per class is 2.

Palm-KDRC, and ARPalm-Gaborfusion-KDRC performs bet-
ter than others in all cases. Fig. 9(b) shows the random testing
results of ARPalm-Gaborfusion-KDNC, ARPalm-Gaborfu-
sion-DNC, ARPalm-Gaborfusion-KPNC and ARPalm-Gabor-
fusion-KDRC. In most cases, ARPalm-Gaborfusion-KDNC
outperforms ARPalm-Gaborfusion-DNC and ARPalm-Gabor-
fusion-KPNC. And, ARPalm-Gaborfusion-KDRC achieves
better recognition results than ARPalm-Gaborfusion-KDNC.

Secondly, we set the number of training samples per class
to be 3 so that there are 357 (=119 × 3) training samples
and 2023 (=119 × 17) testing samples. Fig. 10 (a) shows
the results of 30 random tests of AR-KDRC, Palm-KDRC,
ARPalm-Originalfusion-KDRC and ARPalm-Gaborfusion-
KDRC. It shows that ARPalm-Gaborfusion-KDRC gets

the best results in all cases. Fig. 10(b) shows the random
testing results of ARPalm-Gaborfusion-KDNC, ARPalm-
Gaborfusion-DNC, ARPalm-Gaborfusion-KPNC and ARPalm-
Gaborfusion-KDRC. In almost all cases, ARPalm-Gaborfusion-
KDRC performs best.

Table 2 shows the average recognition results for all the meth-
ods that are compared. AR-KDRC and Palm-KDRC are single-
mode biometric methods. They achieve total average recogni-
tion rates of 71.28% and 63.81%, respectively. Performing the
Gabor-based pixel level fusion (ARPalm-Gaborfusion-KDRC)
improves the total rate to 94.40%. Table 2 also shows that
KDCV is an effective feature extraction approach, perform-
ing better than DCV and KPCA, and that the RBF network is
more suitable for classifying the KDCV features than the NN
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Fig. 10. Random testing results using AR and palmprint databases where the number of training samples per class is 3.

Table 2
Average recognition results using AR and palmprint databases

Methods Recognition rates (%)

Number of training samples per class Total mean values

2 3

Mean values and variances Mean values and variances

AR-KDRC 65.67 ± 13.16 76.88 ± 12.80 71.28
Palm-KDRC 63.33 ± 1.30 64.29 ± 1.57 63.81
ARPalm-Originalfusion-KDRC 76.67 ± 11.68 85.70 ± 9.57 81.19
ARPalm-Gaborfusion-KDNC 89.12 ± 2.87 91.35 ± 3.00 90.24
ARPalm-Gaborfusion-DNC 86.54 ± 2.61 87.33 ± 3.39 86.94
ARPalm-Gaborfusion-KPNC 80.70 ± 7.94 86.02 ± 6.79 83.36
ARPalm-Gaborfusion-KDRC 92.66 ± 3.08 96.14 ± 3.53 94.40
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Fig. 11. Random testing results using FERET and palmprint databases where the number of training samples per class is 2.

method. The total average recognition rates of the KDRC clas-
sifier is significantly better than that of both the DNC classi-
fier at 7.46% (=94.40% − 86.94%) and the KPNC classifier at
11.04% (=94.40% − 83.36%).

4.3. Biometric recognition using FERET face database and
palmprint database

The FERET face database contains 200 classes with each
class containing 11 samples. The palmprint database contains
189 classes with each class containing 20 samples. To imple-
ment the biometric fusion, we take sample subsets of the same

size from these two databases. That is, we use the first 189 face
classes with each class containing all 11 samples, and use all
189 palmprint classes with each class containing the first 11
samples. For small sample biometric recognition, we set the
numbers of training samples per class to be 2 and 3, respec-
tively, and the remainder are used as testing samples.

We first set the number of training samples per class at
2. The number of training and testing samples is thus, re-
spectively, 378 (=189 × 2) and 1701 (=189 × 9). Fig.
11(a) shows the results of 30 random tests of FERET-KD-
RC, Palm-KDRC, FERETPalm-Originalfusion-KDRC and FE-
RETPalm-Gaborfusion-KDRC. Pixel level fusion methods are
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Fig. 12. Random testing results using FERET and palmprint databases where the number of training samples per class is 3.

obviously superior to single-mode biometric methods, and
in all cases FERETPalm-Gaborfusion-KDRC performs better
than FERETPalm-Originalfusion-KDRC. Fig. 11(b) shows the
random testing results of FERETPalm-Gaborfusion-KDNC,
FERETPalm-Gaborfusion-DNC, FERETPalm-Gaborfusion-
KPNC and FERETPalm-Gaborfusion-KDRC. In most cases,
FERETPalm-Gaborfusion-KDNC outperforms FERETPalm-
Gaborfusion-DNC and FERETPalm-Gaborfusion-KPNC. In
all cases, FERETPalm-Gaborfusion-KDRC achieves better
recognition results than FERETPalm-Gaborfusion-KDNC.

Second, we set the number of training samples per class
to be 3. The number of training and testing samples is thus,
respectively, 567 (=189 × 3) and 1512 (=189 × 8). Fig.
12(a) shows the results of 30 random tests of FERET-KDRC,
Palm-KDRC, FERETPalm-Originalfusion-KDRC and FERET-
Palm-Gaborfusion-KDRC. It shows that the pixel level

fusion methods outperform FERET-KDRC and Palm-KDRC
in all cases, and FERETPalm-Gaborfusion-KDRC obtains
best recognition results. Fig. 12(b) shows the random testing
results of FERETPalm-Gaborfusion-KDNC, FERETPalm-
Gaborfusion-DNC, FERETPalm-Gaborfusion-KPNC and
FERETPalm-Gaborfusion-KDRC. In all cases, FERETPalm-
Gaborfusion-KDRC performs best.

Table 3 shows the average recognition results of all the
methods that are compared. FERET-KDRC and Palm-KDRC
are single-mode biometric methods. They achieve total av-
erage recognition rates of 63.35% and 57.95%, respectively.
Performing the Gabor-based pixel level fusion (FERETPalm-
Gaborfusion-KDRC) improves the total rate to 91.22%. Table 3
also shows that KDCV outperforms DCV and KPCA, and the
RBF network is more suitable for classifying the KDCV fea-
tures than the NN method. The total average recognition rate of
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Table 3
Average recognition results using FERET and palmprint databases

Methods Recognition rates (%)

Number of training samples per class Total mean values

2 3

Mean values and variances Mean values and variances

FERET-KDRC 58.11 ± 7.79 68.58 ± 7.19 63.35
Palm-KDRC 58.25 ± 4.06 57.65 ± 4.54 57.95
FERETPalm-Originalfusion-KDRC 76.70 ± 6.40 83.11 ± 4.89 79.91
FERETPalm-Gaborfusion-KDNC 83.93 ± 1.72 85.77 ± 1.17 84.85
FERETPalm-Gaborfusion-DNC 76.89 ± 6.09 78.26 ± 7.24 77.58
FERETPalm-Gaborfusion-KPNC 81.40 ± 4.55 83.14 ± 4.30 82.27
FERETPalm-Gaborfusion-KDRC 89.90 ± 3.32 92.53 ± 2.46 91.22
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Fig. 13. Total average recognition rates of face and palmprint biometric
recognition.

the KDRC classifier is significantly better than that of both the
DNC and KPNC classifiers at 13.64% (=91.22% − 77.58%)

and 8.95% (=91.22% − 82.27%), respectively.

4.4. Analysis of experimental results

Based on Tables 2 and 3, Fig. 13 shows the total average
recognition rates for the two groups of experiments in Sec-
tions 4.2 and 4.3. From Fig. 13, the total recognition rates
are raised from 67.32% (face recognition) and 60.88% (palm-
print recognition) to 92.81% (multi-modal fusion biometric).
By performing the Gabor transform, FacePalm-Gaborfusion-
KDRC is 12.26% better than FacePalm-Originalfusion-KDRC,
which uses the original biometric images. Further, the pro-
posed KDRC classifier improves the total recognition rates of
two representative classifiers (DNC and KPNC) by 10.55%
and 9.99%.

We evaluate these experimental results using the null hy-
pothesis statistical test based on the Bernoulli model [39,40].
If the resulting p-value is below the desired significance level
(i.e. 0.01), the null hypothesis is rejected and the performance
difference between two algorithms are considered statisti-
cally significant. Table 4 analyzes the statistical difference
in the recognition performance of the proposed FacePalm-
Gaborfusion-KDRC approach and a compared method
FacePalm-Gaborfusion-KDNC. In Table 4, the item “Num-
ber of significant differences (p < 0.01)” means the number
of statistically significant differences between two compared
methods at a significance level of “p < 0.01” in the trials. In
most trials, there are significant differences between FacePalm-
Gaborfusion-KDRC and FacePalm-Gaborfusion-KDNC.

Table 5 shows the total statistical difference analysis for
FacePalm-Gaborfusion-KDRC and other compared methods.
The item “Number of significant differences (p < 0.01) for ran-
dom test (60 times)” contains 60 random tests while the num-
ber of training samples per class ranges from 2 to 3. Table 5
shows that the proposed new approach makes a significant dif-
ference to the recognition performance in comparison with the
other methods.

5. Conclusion

In the field of biometric feature recognition, multi-modal
biometric fusion techniques are now attracting increasing atten-
tion and interest among researchers. The small sample recog-
nition problem is a research difficulty of biometric because
this problem often leads to unsatisfactory recognition perfor-
mance in real-world applications. In this paper, we present a
pixel level biometric fusion approach to solve this problem.
We first combine the normalized Gabor-transformed face and
palmprint images at the pixel level. We then present a novel
classifier, KDCV-RBF (KDRC), to classify the fused biometric
images. The proposed classifier uses a new nonlinear discrim-
inative feature extraction approach, the KDCV approach, and
the RBF classification method. As the test data, we use two
large face databases (AR and FERET) and a large palmprint
database as the test data. The experimental results demonstrate
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Table 4
Statistical difference analysis between two methods

Two compared methods Employed databases Number of training
samples per class

Statistical difference analysis

Random test (30 times) Number of significant
differences (p < 0.01)

FacePalm-Gaborfusion-KDRC and
FacePalm-Gaborfusion-KDNC

AR and Palmprint 2 0, 0, 0, 1e − 9, 3e − 8, 4e −
8, 2e − 7, 1e − 5, 8e − 6, 6e −
6, 2e − 5, 1e − 13, 0.0102, 0, 7e −
7, 7e − 8, 5e − 25, 1e − 4, 1e −
15, 8e − 10, 0.0221, 2e − 6, 1e −
16, 0.0169, 4e − 13, 6e − 5, 1e −
35, 3e − 17, 0, 0.0025

27

3 4e − 7, 2e − 6, 1e − 13, 6e −
25, 0.0048, 2e − 10, 4e − 11, 2e −
28, 2e − 20, 1e − 26, 6e − 16, 1e −
5, 3e − 24, 3e − 23, 1e − 23, 1e −
18, 8e − 20, 3e − 18, 2e − 19, 5e −
20, 4e − 11, 1e − 13, 1e − 21, 3e −
17, 1e − 26, 3e − 16, 3e − 19, 1e −
19, 8e − 22, 1e − 7

30

FERET and Palmprint 2 6e−9, 7e−10, 2e−15, 1e−14, 1e−
7, 6e − 14, 2e − 15, 3e − 19, 1e −
5, 6e − 18, 6e − 5, 0.1075, 2e −
11, 2e−4, 0.0771, 6e−9, 1e−7, 3e−
19, 2e − 11, 6e − 14, 3e − 27, 2e −
8, 4e − 12, 1e − 6, 2e − 14, 3e −
17, 1e − 15, 8e − 8, 1e − 8, 2e − 6

28

3 4e − 9, 4e − 12, 2e − 10, 1e − 5, 2e −
18, 2e − 8, 3e − 6, 2e − 15, 1e −
11, 1e−4, 3e−17, 2e−8, 2e−6, 4e−
16, 1e − 12, 1e − 8, 2e − 16, 7e −
8, 2e−5, 3e−4, 3e−16, 1e−17, 1e−
16, 1e−8, 4e−8, 6e−9, 2e−8, 1e−
13, 2e − 15, 6e − 8

30

Table 5
Analysis of total statistical difference

FacePalm-Gaborfusion-KDRC Employed databases Statistical difference analysis
and other compared methods

Number of significant differences Average number
(p < 0.01) for random test (60 times)

Face-KDRC AR and Palmprint 60 60
FERET and Palmprint 60

Palm-KDRC AR and Palmprint 60 60
FERET and Palmprint 60

FacePalm-Originalfusion-KDRC AR and Palmprint 60 60
FERET and Palmprint 60

FacePalm-Gaborfusion-KDNC AR and Palmprint 57 57.5
FERET and Palmprint 58

FacePalm-Gaborfusion-DNC AR and Palmprint 55 57
FERET and Palmprint 59

FacePalm-Gaborfusion-KPNC AR and Palmprint 60 60
FERET and Palmprint 60



X.-Y. Jing et al. / Pattern Recognition 40 (2007) 3209–3224 3223

that the proposed novel approach is an effective solution for
the small sample biometric recognition problem.
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