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In this paper we focus on the problem of improving the
performance of object tracking in motion sequences by ex-
ploiting the spatial and temporal structure of the scene. First
we show typical examples where tracking methods not us-
ing structural information tend to fail. For that purpose we
recorded video sequences and tried to track the parts of a hu-
man with Mean Shift, a tracking method where the structure
of the object is not employed. We decided to track humans
because much work is and has been done in this area and
also because the human body exhibits an obvious structure.
The aim of this paper is to identify some problematic cases
for tracking methods not using structure and to propose so-
lutions using a structural approach.

1 Introduction

Object tracking in video sequences is a very important field
in computer vision. Its aim is to find correspondences be-
tween objects in consecutive frames.

In many applications it is not enough to know the position
of the whole object, but to track the parts of which the object
is composed of (articulated objects). By tracking each part
separately, additional information about the object can be
retrieved which could be used to analyze the motion of the
object and to handle occlusions in a more robust way.

For example, tracking the parts of humans provides more
information about the course of motions. This information
could be used to analyze the person’s behavior and to recog-
nize actions, i.e. walking, running and shaking hands.

Besides the problems occurring while tracking the whole
object (changes in illumination and/or appearance, partial
and full occlusion, fast or abrupt motion and camera motion)
it is necessary to cope with the problem of how to distinguish
between the tracked parts.
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N13 and S9103-N13.

Looking at the example of tracking people again it is ob-
vious that the distinction of right and left leg, foot, arm and
hand is difficult. If the tracking method uses only the color
of the object, one additional problem arises that it is not pos-
sible to distinguish between all parts just by their color. It
could happen that people in a video sequence are dressed
all over in the same color. Even in the best case, where the
people wear differently colored clothing on each part of the
body, the problem that hands and the head will have nearly
the same (skin) color still remains.

So what can be done to solve those problems and improve
tracking? We need some kind of structural information de-
scribing the relationships between the parts. With such in-
formation we could define the spatial relationships between
the parts, impose certain constraints on the parts and their
connections (i.e. the head is not allowed to disconnect from
the torso) and overcome the problems with occlusion. Dif-
ferent representations can be used for encoding the struc-
tural information. We use graphs like in [23].

1.1 Object tracking

In this section we briefly discuss common tracking meth-
ods and give an overview of the state of the art of tracking
methods using structural information.

Kernel tracking uses a rectangular or elliptical kernel re-
ferring to the object shape and appearance. The objects are
tracked by calculating the motion of the kernel in consecu-
tive frames. In this paper we use tracking with Mean Shift,
a kernel tracking method, to run the necessary tests. Some
relevant papers on kernel tracking are [9, 1, 4, 14, 2].

Silhouette tracking stands for tracking methods provid-
ing an accurate shape description for the target objects. The
silhouette tracker tries to find the target object region in ev-
ery frame with the help of an object model generated us-
ing the previous frames. Tracking is done by either shape
matching or dynamic snakes. Examples for silhouette track-
ing are [15, 33, 32, 13].
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Particle filtering became well-known in the field of com-
puter vision because of the work of Isard and Blake [13].
It usually uses contours, color features, or appearance mod-
els [17, 12, 11, 5].

Optical flow is a dense motion field with a vector for each
pixel describing direction and velocity of the motion. Black
et al. present in [3] an optical flow approach dealing with
multiple motions and Sidenbladh model in [24] the motion
of articulated 3D objects with the help of optical flow.

Point trackers represent target objects by points. Appli-
cations of point tracking are [21, 30, 22, 7].

1.1.1 State of the art of tracking methods using struc-
tural information: Tracking methods using structural in-
formation often employ graphs to describe the structure.
Such graphs are built of nodes, spatial and temporal edges.
In the nodes attributes like size, average color and position
of the corresponding pixels (region) can be stored. The spa-
tial edges are used to specify the spatial relationships (adja-
cency, border) between the nodes (regions). Temporal edges
are applied to describe the correspondence between moving
parts in consecutive frames.

An application of this representation can be found in [ 16]
where a so-called Spatio Temporal Region Graph (STRG) is
used to represent the content of video sequences.

Graciano et al. propose to describe objects by two differ-
ent types of Attributed Relational Graphs (ARGs): the intra-
frame ARG and the inter-frame ARG. This ARGs carry both
local and relational information about the objects. Their aim
is to recognize and track objects. The recognition part is
done by inexact graph matching between an input video and
a model image. The search for a suitable homomorphism
between ARGs is achieved through a tree-search optimiza-
tion algorithm and the minimization of a pre-defined cost
function. Another example is [27] where Taj et al. solve the
problem of multiple target tracking with an algorithm based
on color change detection and multi-feature graph matching.

In [18] Ma et al. try to handle the multiple target tracking
problem with a maximum a posteriori formulation. They use
a graph to store the detected regions as well as their associ-
ations over time. A different approach to apply graph-like
structures in tracking is proposed by Conte et al. in [10].
They are using graph pyramids to describe each frame in
several levels of detail. With this graph pyramids they are
able to label each pixel of a moving foreground region dur-
ing partial occlusions. The label identifies to which object
the corresponding pixel belongs.

Rehg and Kanade deal with self-occluding articulated ob-
jects in [20]. Unlike Conte et al. this approach uses a kine-
matic model to predict occlusions and applies a graph with
just one level. In their experiments they track the fingers of
a hand. They can distinguish between occluded cases by the
order of the templates related to the fingers and their order-
ing relative to the camera. Rehg and Kanade employed a
directed occlusion graph to represent the occlusion relations
for their multi-body system, the hand.

Both [6] and [19] present a contour-based algorithm for
tracking moving objects. In [6] a bipartite graph is used
whereas the two classes of nodes are called profile and ob-

ject nodes. The profile nodes are the nodes of the previous
frame and the object nodes those from the actual frame. A
bipartite matching algorithm is applied to find the best match
between these two frames and resolve the identities of the
nodes (to which object they belong). In [19] Ofer et al. use
Region Adjacency Graphs (RAGs) to construct the tracked
contour. Their algorithms depend on the RAGs of the input
frames. Based on the RAGs the object’s contour is divided
into sub curves while junctions of the contour are derived.

Tang et. al. model in [28] target objects with SIFT (scale-
invariant feature transform) and represent their relationships
with ARGs. They describe an interesting mechanism to up-
date the object model by adding new stable features and
deleting old inactive features.

There are some approaches that try to match the projec-
tion of a 3D model in 2D video sequences. Sminchisescu
and Triggs present in [25] an approach that uses the struc-
tural constraints on human motion, together with a special
search strategy for this purpose.

1.2 Organization of paper

The remaining parts of this paper are organized as follows:
Section 2 summarizes tracking with Mean Shift. Subse-
quently section 3 presents the test cases and the results with
Mean Shift. In Section 4 we propose how the cases can
be solved with the help of structural information. Section 5
shows some general ideas on how structural information can
be introduced in a tracking process.

2 Recall: Tracking with Mean Shift

The Mean Shift algorithm is a statistical and robust proce-
dure which finds local maxima in any probability distribu-
tion. For that it uses a search window positioned over a sec-
tion of the probability distribution. Within this search win-
dow the maximum can be determined by a simple average
computation. Then the search window is moved to the posi-
tion of the maximum and the calculation is repeated until the
algorithm converges. The convergence criterion is that it is
not possible to find a “better” position in the search window
and this means that a local maximum has been found.

To apply the mean shift algorithm in a tracking proce-
dure it is necessary to adjust the data of the video frames.
For this purpose every pixel in a frame gets a probability
value P (u, v). P indicates how likely it is that the related
pixel belongs to the target object. The implementation of
the tracking with Mean Shift in this paper mainly follows
the ideas in [9, 1]. Therefore the probability value depends
on the color of the pixel.

In the first frame at least one target object is selected.
With the help of this selection a target model q̂ is created
in the form of a 3D histogram. Every dimension of the his-
togram corresponds to one channel of the HSV color space.
The histogram is subdivided into bins u = 1 . . .m to reduce
the amount of data and to cluster similar colors. A histogram
bin’s probability value is calculated as [9]:

q̂u = C

n∑
i=1

k
(
‖x∗

i ‖2
)
· δ (b(xi)− u) , (1)
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where C is a normalizing factor such that

m∑
u=1

q̂u = 1. (2)

k in Equation (1) stands for the Epanechnikov kernel [8] and
is used to control the influence of the pixels in the user selec-
tion on the target model. The pixels are weighted depending
on their distance to the center of the selection.

xi are the pixel positions in the image and x∗
i are the nor-

malized pixel positions. b is a function mapping a pixel in
the 2D space to the 1D space of the histogram bin indices.
Depending on the HSV value of a pixel the function b pro-
vides the index of the corresponding histogram bin. δ is the
Kronecker delta function. For more details see [9, 1].

As proposed in [9] we calculate a candidate model p̂ in
addition to the target model q̂. The candidate model

p̂u (c) = C

n∑
i=1

k
(
‖x∗

i ‖2
)
· δ (b(xi)− u) , (3)

is created from the pixels in a so called candidate window
sc = ws×hs at the actual position c = (cx, cy) of the target
object. The candidate window sc is smaller than the search
window s and should prevent the tracking from considering
to many background pixels in the calculation of the candi-
date model. In our implementation the candidate window
size is 70% of the search window size which is calculated
using the moment of zero order like in [4]. Equation (3) is a
reformulation of Equation (1) for the position c.

The candidate and the target model are used to acquire
the position

c =

n∑
i=1

xi · wi

n∑
i=1

wi

(4)

of the target object within the search window with the Mean
Shift algorithm. The pixels used to calculate position c are
weighted according to

wi =
m∑

u=1

√
q̂u

p̂u (c)
· δ (b (xi)− u), (5)

whereas q̂u and p̂u (c) are the target and the candidate
model. This weight wi denotes the probability value P
already defined in the beginning of this section where we
mentioned that it is necessary to adjust the data of the video
frames.

Furthermore the candidate model could be applied in the
adaptation of the target model. With the help of the Bhat-
tacharyya coefficient

B =
m∑

u=1

√
p̂u(c) · q̂u, (6)

described in [9], the distance between the target and the can-
didate model could be calculated (now it is clear why the
constant C is necessary). The Bhattacharyya coefficient lies
in the interval [0, 1], where 0 means that there is no correla-
tion between the two models.

In this paper we use a very simple method to adapt the tar-
get model called parameterized neglecting. From the orig-
inal target model q̂ for the first frame, the target model for
the previous frame q̂t−1 and the candidate model p̂(c) we
calculate the actual target model

q̂t = q̂ · α1 + q̂t−1 · α2 + p̂(c) · α3, (7)

where 0 ≤ α1 ≤ 1, 0 ≤ B ≤ 1, α2 = ((1− α1) ·B),
α3 = (1− α1)−α2 and α1 +α2 +α3 = 1. α1 is a constant
affecting the influence of the original target model on the
actual target model.

Besides the position of the target object we determine
width, height and orientation as in [4] out of the probabil-
ity distribution within the search window. The probability
distribution for this properties is calculated with the help of
the actual target model. The width

wtarget = 2 ·
(

(a + c)−√b2 + (a− c)2

2

) 1
2

(8)

and the height of the target

htarget = 2 ·
(

(a + c) +
√

b2 + (a− c)2

2

) 1
2

(9)

are calculated with the help of the statistical moments m of
first, second and zero order:

a =
m20

m00
− c2

x,

b = 2 ·
(

m11

m00
− cx · cy

)
,

c =
m02

m00
− c2

y.

Using the central moments μ of first and second order the
orientation of the target object can be determined as follows:

ϕtarget =
1
2

tan−1

(
2 · μ11

μ20 − μ02

)
. (10)

3 Problems of tracking with Mean Shift

The tracking with Mean Shift described in Section 2 works
reliably and robustly in videos with a rigid target object, no
occlusions, no similar or even equal objects like the target
object and more or less constant lighting.In this section we
like to present cases were tracking with Mean Shift fails.

We decided to use people as target objects because they
have an obvious structure. The human body can be divided
into head, torso, arms, hands, legs and feet. As the track-
ing with Mean Shift in this paper uses color information to
track objects we decided to track four parts independently:
head, torso and arms together (as one part) and hands (see
Figure 1).

The following sections show how Mean Shift reacts in
different cases of occlusion and appearance change.
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Figure 1: Decomposition of object for tracking with Mean Shift.

3.1 Occlusion by similar object

If the target object gets occluded by a similar object in the
scene, it is not sure that Mean Shift follows the right object
after the occlusion. The reason is that the target model of
the tracked object also fits the other object very well.

In Figure 2 an example of that case can be found. The
similarity of the color information of two different parts
(head and hand) results in a failure in the tracking. Mean
Shift finds a better match of the hand in the head than in the
“real” hand.

3.2 Occlusion by equal object

The occlusion of the target object by an equal object is an
even more problematic case than that of Section 3.1. In this
case the models describing the objects are nearly the same.

In Figure 3 the occlusion happens between the two hands
of the person. Obviously, non-structured methods can-
not distinguish between the two hands after they get close
enough.

It is possible that Mean Shift successfully identifies the
hands after the occlusion. But there is no guarantee and it is
likely that Mean Shift confuses the hands or even one hand
will have a higher probability and hence attract both track-
ers. This outcome can be seen in Figure 3.

3.3 Complete Occlusion by different object

This case is quite different from the previous ones. Ob-
viously, Mean Shift loses an object if it is completely oc-
cluded, and it cannot find the object when it becomes visible
again without any help (see Figure 4).

Of course there are statistical methods to estimate the po-
sition and motion of the object during the occlusion. Very
well known state estimators are the Kalman filter [31] and
the Particle filter [17]. The big problem of this estimators
is that they assume that the behavior of the object does not
change during occlusion. That means that the object should
not significantly change its moving direction and speed.

In the example of this case the information about the di-
rection and the speed of the movement of the object would
not help to solve the case. The reason is that the object
changes its moving direction and moves up instead of down
(what is expected by the human observer).

3.4 Change of objects appearance

Another problem of tracking with Mean Shift is a change in
the target objects appearance. In this case we are not talking
about changes in illumination, but significant color changes.

The only possibility to solve such a case successfully is
to adapt the target model to the changes in the object. Ex-

amples for the adaption of the target model can be found
in [29, 26]. This task is not that easy as it seems. The most
difficult question is how to differentiate between changes in
the object through appearance changes and changes through
occlusions? As a matter of fact we cannot be totally sure
about what is happening with the object.

Figure 5 shows a case of appearance change. In this ex-
ample the tracked person is turning around and because of
that the appearance of the head changes drastically. As the
person is looking at the camera again, a simple workaround
would be to prevent the search window from shrinking so
that Mean Shift is able to catch the face again (see Figure 6).
The advantage of this simple idea is that the target model is
not changed unnecessarily. Unfortunately this solution is
only reasonable in this particular case.

3.5 Different kinds of occlusions combined

This case combines different kinds of occlusions and should
be a challenge for every tracking procedure. There are oc-
clusions with equal and similar objects. As you can see in
Figure 7 we tried to track the movements of two persons
(head, torso and arms together and hands). Mean Shift fails
as expected and loses track of objects from frame to frame.
The reasons why tracking with Mean Shift is failing are al-
ready described above in Sections 3.1, 3.2 and 3.3.

4 Ideas for solving the cases

In this section we suggest for every case from Section 3 how
to solve it using structural information. The following list
explains the structural information we are using for our pro-
posed solutions.

adjacency: parts are neighbors

connectivity: describes accurately how parts are connected
i.e. head is connected to the torso in a special way

ratio: ratio between the sizes of the parts can be used to
improve results, we know that all parts of an object will
scale with the same factor (scale invariance)

actual state of part: position, orientation, shape and size

constraints on parts: forbidden behavior of the parts (ex-
amples can be found in the following sections)

4.1 Occlusion by a similar object

The failure in the tracking described in Section 3.1 (see Fig-
ure 2) could be prevented if the adjacency information “hand
is connected to arm” is taken into consideration. Addition-
ally the constraints that hand and arm are not allowed to split
or to merge help to solve the case.

4.2 Occlusion by equal object

In the case of Section 3.2 (see Figure 3) not only the infor-
mation that each hand is connected to a arm is needed, but
also how they are connected through joints (connectivity).
For this connectivity analysis we need properties like rela-
tive position, orientation and shape. Of course again the both
constraints that parts do not split and merge can be useful.



S. B. López Mármol, N. M. Artner, M. Iglesias, W. Kropatsch, M. Clabian, and W. Burger [←]

Figure 2: Occlusion by a similar object.

Figure 3: Occlusion by equal object.

Figure 4: Complete Occlusion by different object.

Figure 5: Change of objects appearance.

Figure 6: Change of objects appearance. Simple fix.

Figure 7: Different kinds of occlusions combined.
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4.3 Complete Occlusion by different object

Section 3.3 describes a case where a part of an object is oc-
cluded by another object in the scene (see Figure 4). The
constraints “parts do not split” and “parts maintain connec-
tivity”2 provide the information that the hand, which is not
visible anymore, is still there and just got occluded. By us-
ing the structural information that hand and arm are adjacent
and analysing the connectivity of hand and arm (with the
help of the properties of the parts), it is possible to estimate
the position of the hand during occlusion and afterward. To
determine a fitting size of the search window for the reap-
pearing part the ratio between both hands can be used.

4.4 Change of objects appearance

To avoid the loss of the head in the case in Section 3.4 (see
Figures 5 and 6) again adjacency and connectivity informa-
tion is used, but in this case between head and torso. It is
known that parts maintain the connectivity and are not al-
lowed to split. To estimate where the head must be located
during occlusion we would suggest to use the relative po-
sition, orientation and shape of the torso. Using the ratio
between the size of the head and the torso the size of the
head and its search window can be estimated.

4.5 Different kinds of occlusions combined

In Section 3.5 we describe a case where different kinds of
occlusions are combined (see Figure 7). This case is the
most challenging one. It is possible to solve it by combining
all the structural information introduced in the beginning of
this section. That means using adjacency, connectivity, the
ratio between the parts, the actual state of the parts (their
properties) and the constraints (do not merge and split, main-
tain connectivity of object).

Table 1 summarizes our solutions for the cases.

5 Tracking with Structure

This section gives some ideas on how to use structure in a
tracking process. The problem can be divided in three:

• How to represent the structural information.

• How to analyse structural information of the objects in
the scene.

• Find a method to apply structural information to improve
tracking, especially in the situations where non structured
methods can hardly work well.

These three points are explained in the next sections.

5.1 Structure of the object

The structural information of the objects in the scene is con-
sidered known beforehand in this approach. However, it is
still necessary to have a representation of this knowledge in
order to use it. The first work found on structural descrip-
tions is in [23]. We divide the structural description of an
object in two: description of the parts and description of
their relationships. The division of the object in parts is usu-
ally driven by the articulation points.

2“maintain connectivity” means that the parts of the object are not al-
lowed to disappear, the whole object with all its parts should be maintained.

structure 3.1 3.2 3.3 3.4 3.5

adjacency
hand and arm x x x x
head and torso x x

connectivity
hand and arm x x x
head and torso x x

ratio
between head and torso x x
between both hands x

actual state of parts
position x x x x
orientation x x x x
shape x x x x
size x x

constraints: parts
do not merge x x x
do not split x x x x x
maintain connectivity x x x

Table 1: Solving the cases. The first table row lists the section
numbers where the corresponding cases are described. The first
column contains the structural information. The x marks which
structural information could be used to solve the various cases.

The description of the parts is necessary to detect them in
every frame. Depending on which method is used to track
the parts different kinds of information will be needed. We
could include features like color, size and shape of each part.
It can be useful to know which other parts of the object are
similar according to the criteria used by the tracking method.
This could help to improve the tracking by checking if one
part has been wrongly identified as one of its similar parts.

The description of the relationships between the parts in-
cludes the structural information that can be used to improve
tracking. Using it, it is possible to tell if a configuration of
the parts detected in the scene is correct or not according to
structural constraints. It can also be used to estimate the po-
sition of a “lost” part by the knowledge of its relationships
with the other parts. This description of the relationships
includes adjacency information, possible relative positions
and connectivity.

The typical representation for structural descriptions was
introduced in [23]. It is mainly a graph were the nodes in-
clude the information of the parts and the edges contain a
description of the relationships between parts.

5.2 Extracting structure from the scene

In this section we address the problem of matching the struc-
tural description with the objects in the scene. We approach
this problem in two different ways:

First, without using any additional unstructured method
(like Mean Shift) and just using structural information in
every step of the tracking process. While in many com-
puter vision applications the tasks segmentation, object de-
tection and tracking are often solved independently, the un-
derlying idea of the approach is to determine a structure
within the observed scene that is tracked over time. The
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structure is represented by a graph or a graph pyramid of
the segmented image and correspondence can be found by
graph matching. The advantage of using a graph pyramid
is that it would allow grouping of structures and hence sim-
plify graph matching. As graph matching is NP-complete,
it is only fast enough on graphs with a few nodes. Higher
levels of the pyramid, containing fewer nodes, can be effi-
ciently matched. This matching can then be used to guide
the matching of lower levels of the pyramid. The graph rep-
resentation allows the detection and correction of over- and
undersegmentation and therefore leads to a new represen-
tation of the scene structure. In this approach the steps of
segmentation, detection and tracking are solved in a novel,
more integrated way. The main drawback of this approach
is the need of a segmentation of each frame and the cor-
responding graph matching process. Because of this, this
approach can hardly lead to a real-time implementation.

Second, by tracking the parts of the objects separately
using an unstructured approach like Mean Shift and then
studying the relationships between them. This approach has
a great advantage: the method used for tracking can label the
found parts, making the graph matching process easier (even
not necessary in the ideal case in which every part is found
and identified correctly). However, tracking methods do not
provide 100% accurate results, the point of this approach
is to check wether this results are correct or not according
to structural information. By doing this, we keep the ad-
vantages of non-structured methods, while adding more ro-
bustness with the addition of further structural checks. The
main drawback of this approach is that usually methods that
do not use structure do not provide enough information for
a complete structural analysis.

The combination of the first and the second approach
derives a third approach, where segmentation and graph
matching could be used only for ambiguous cases where the
areas of the image and the parts of the structural descrip-
tion of the objects are missing (or represent an inconsistent
state according to structural description). This analysis can
be helped by the information provided by the tracker (i.e:
mean-shift) of the parts to get fast and robust results. In that
way it is possible to get full understanding of the structure
in the scene when needed, while maintaining good perfor-
mance in the cases where the parts are tracked correctly by
the tracking method (without structural information).

5.3 Improving tracking with Mean Shift

In this section we describe how to introduce structural in-
formation in a non structured tracking process, concretely
tracking with Mean Shift.

As a first step to improve tracking, it is necessary to de-
tect when the tracking process is failing. This are some clues
that can indicate a difficult or structurally inconsistent situa-
tion for the tracker:

• Some tracking algorithms provide values of how exact
the matching of an object in a frame is. This values can
help to decide when to do further structural checks.

• Inconsistent relative positions of the search windows. For
example, two parts overlapping or getting too far away

can indicate a difficult situation for the tracker (occlu-
sion) or an structurally inconsistent configuration.

• Big variations in the size ratio of the different parts.

When any of this cases is detected a further structural
analysis is needed to correct the tracking or prevent er-
rors. Unfortunately, the information that Mean Shift pro-
vides about the parts (only size and position of their search
windows) is not enough to correct some of the cases. Even
so, part of the structural information described in Section 4
can be extracted using the data that Mean Shift provides:

adjacency: If two parts are adjacent then their search win-
dows must be overlapping or nearby. This can help when
searching for a “lost” part if it is adjacent to a part that is
successfully tracked.

connectivity: A further analysis of connectivity is not pos-
sible.

ratio: The size of the parts is known because it can be cal-
culated using the zero moment (see Section 2). This al-
lows an analysis of the ratio and therefore improve the
tracking (see Sections 4.3 and 4.4).

actual state of parts: Mean Shift provides information
about position, orientation and size. However, the values
delivered for orientation are not accurate enough. It is
not possible to extract useful knowledge of the shape of
a part from the results of Mean Shift.

constraints on parts: This constraints can be introduced in
the Mean Shift algorithm so it can identify structurally
inconsistent states that indicate a failure in the tracking
process.

In order to be able to extract concrete connectivity and
shape information an additional, more detailed analysis of
the scene (i.e: segmentation) is necessary. This analysis can
be driven by the results of Mean Shift to get more accurate
results and reduce computational costs.

6 Conclusion and future work

This paper presents the most common cases where meth-
ods not using structural information are failing. Tests have
been done using tracking with Mean Shift. Results got anal-
ysed and hints for a solution with structural information have
been given. Aspects of structure like how to describe it,
identify it in the scene and use it in the tracking process are
addressed. In future we intend to concentrate on our struc-
tural approach, formulate it in more detail and repeat our
tests with the help of structural information.
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