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Abstract

Content based image retrieval is the task of searching
images from a database, which are visually similar to a
given example image. In this work we present methods for
content based image retrieval based on texture similarity
using interest points and Gabor features. Interest point de-
tectors are used in computer vision to detect image points
with special properties, which can be geometric (corners)
or non-geometric (contrast etc.). Gabor functions and Ga-
bor filters areregarded as excellent tools for feature extrac-
tion and texture segmentation. This article presents meth-
ods how to combine these methods for content based image
retrieval and to generate a textural description of images.
Secial emphasis is devoted to distance measures on tex-
ture descriptions. Experimental results of a query system
are given.

1. Introduction

Content based image retrieval systems use the contents
of a query image provided by the user to search for simi-
lar images in a possibly large database. All of the known
methods for pre-attentive search emphasize the need for de-
scriptions of images and powerful metrics to compare these
descriptions. Most common approaches are based on colour
[13], structure [5], textures [9] or combinations [11]. In this
paper we describe a texture based method using a Gabor fil-
ter bank to extract local texture features on interest points.

Interest points should deliver pre-attentively "interest-
ing” points in an image. For man-made objectives, cor-
ners provide valuable information about the scene, there-
fore the first developed interest operators for robotics have
been mainly corner detectors [10] [3] [12]. However, more
recently it was discovered that their ability to reduce the
amount of information necessary to describe images makes
them a nice vehicle for image indexation. Other detectors

gathering points more suitable to indexation purposes have
been developed [2] [8] [1]. The methods described in this
paper do not rely on a specific detector. Similar results are
obtained by the interest operators of Jolion [2], Loupias et
al. [8] and Harris and Stephens [3].

2. Gabor Filtersand Gabor Features

A common definition of texture is the repetition of ba-
sic texture elements. Therefore, widely used properties are
frequency, direction, phase etc. However, these properties
are dependent on the scale the image is analysed. For this
reason Gabor filters are a suitable tool to extract texture fea-
tures. They have already been used for texture based image
retrieval [9]. The filters of a Gabor filter bank are designed
to detect different frequencies and orientations. In our pa-
per we use them to extract features on key points detected
by interest operators. The basic idea is to extract a fixed
number of interest points e.g. N = 200 in the image and to
select regions of fixed size e.g. R = 32 pixels around each
point, referred to as interest regions. Each interest region is
input to a Gabor filter bank of S x K (3 x 8) filters, K being
the number of orientations and S the number of scales. This
will give us N - K - S = 4800 filter responses to process.

3. Combining Responses

The most important description of the filter response is
the maximum amplitude, from now on referred to as ampli-
tude only. It tells how strong this interest region responds to
the filter applied to it. Literally spoken we could say that it
specifies how much structure of the given orientation in the
given scale can be found in the region.

The Gabor filter responses can be used in different ways
to characterize images. We will introduce two different
methods in this paper. The first, will represent images as



sets of feature vectors, the second describes images by sets
of histograms.

3.1. Images as sets of feature vectors

A characterization of images by sets of feature vectors
collected on interest points was developed by Schmidt and
Mohr [11]. However, they used invariant features. Our
method is based on texture feature vectors built from the
output of the Gabor filter bank, each feature vector corre-
sponding to one interest point. The 3 x 8 elements of a
vector represent the responses of the 3 x 8 sized filter bank,
where each element holds the maximum amplitude of a fil-
ter response. We compare two vectors in feature space. We
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Figure 1. Feature vector storing amplitudes
(a) Cyclic permutation of the subvectors (b)

split the vector into 3 parts, one for each scale. The subvec-
tors contain 8 entries, one for each orientation (Figure 1).
They can be interpreted as points in a 8 dimensional feature
space. Thus can be expressed by the Euclidean distance
de(p,v) = /> ;(1i — v;3)? (1 and v denote two subvec-
tors). We mtroduce a cyclic permutation to compensate for
rotation. So the distance between two feature subvectors u
and v is actually the minimum of 3 distances: *

dist(p,v) = min{dp(p,v), dp(per(u),v), de(p, per(v))}
where per(z) is a cyclic permutation of the vector  one
element clockwise (Figure 1.b). The distance of the entire
vectors, i.e. all 3 scales, is calculated as mean of the sub-
vectors for each scale.

IClassic image indexation applications like video indexing, are not in-
terested in a complete rotational invariance but must take into account
small variations of orientations (+22° in our implementation).

Having found a suitable distance between two feature
vectors, we need to define a distance between two images,
which are described by two sets of feature vectors. Schmidt
and Mohr used a voting algorithm: Each vector V; of the
query image is compared to all vectors V; in the database,
which are linked to their images M. If the distance be-
tween V; and V; is below a threshold ¢ then the respective
image M}, gets a vote. The images having maximum votes
are returned to the user.

We changed this method by explicitely searching for cor-
responding points in both images. The means to qualify
two points as being a pair is the minimum distance in fea-
ture space. To do this we build a matrix which stores the
distances of all possible feature pairs, the lines ¢ denoting
the key points of the query image, the columns j the key
points of the compared image, and the elements E; ; the
distance between point ¢ of the query image and point j of
the compared image. The search for correspondance is done
in a greedy manner: We search the minimum element of the
matrix. The column and line number denote the first pair
of corresponding interest points. Both column and line are
deleted from the matrix, since these two points are not avail-
able for other pairs. Then we again search the minimum el-
ement of the remaining matrix. This algorithm is continued
until the matrix vanishes or the minimum distance does not
exceed a given threshold (There are no more points having
a corresponding partner). The distance between the two im-
ages is calculated using the number of corresponding points
found:

2 x Number of corresponding Points
N(A) + N(B)

where N (A) denotes the number of interest points of the
image A. The cost of the algorithm is O(/N2) for calculat-
ing the distance matrix plus the cost for the search of the
corresponding pairs, which depends on the similarity of the
two images. The higher the similarity the higher the cost,
since the search for the minimum distance in the matrix has
to be done more often. Still the overall cost of the search
algorithm is O(N2log(N)).

Figure 2 shows two examples images and their maps of
interest points superimposed in a single image. Correspond-
ing interest points are connected with a straight line.

(A, B) =

3.2. Images as sets of histograms

Motivated by the drawback of the computational expen-
sive distance method presented in the last chapter we de-
veloped a histogram based representation and comparison
technique, which uses the same output of the Gabor filter
bank. In the feature vector set representation our data (i.e.
the responses of the Gabor filter bank) was ordered by in-
terest points. We now re-order the data by scales and ori-
entations of the filter bank, and get for each combination of
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Figure 2. Two images and their corresponding
points

scale and orientation a distribution of maximum amplitudes
— the responses for all interest regions to the filter for this
scale and orientation.

This information, which represents one image, can be
stored in a set of 24 histograms ordered by filter index. The
responses of one filter are embedded in a single two dimen-
sional histogram. To fill one histogram all interest points are
taken. For each point the n-nearest neighbour search (using
spatial distance) is performed. The result of this search are
n pairs of interest points, whose amplitudes we insert into
the histogram. The maximum amplitude of the first point is
used to calculate the bin index of the first dimension, and
the maximum amplitude of the respective neighbour for the
bin index of the second dimension.

Figure 3 shows an example image and two 2D his-
tograms out of its 24 histograms. The images’ fourier analy-
sis contains frequencies mainly in the horizontal orientation
(orientation 0). Therefore the histogram for orientation 0
shows strong responses, i.e. high bins from indices 4 to 6.
The histogram for orientation index 2, which corresponds
to structures in orientations around 45 degrees, shows only
one high bin at index (0, 0), i.e. almost no response.
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Figure 3. Image (a) and histograms for 0° (b)
and 45° (c)

The comparison of two images is based on already
known distance measurements of histograms and their
means. For the single histogram distances we used the Bat-

tacharrya distance, which performed slightly better than the
Lo distance, thus confirmed results of Huet and Hancock
[5]. We included some compensation for rotation by com-
paring each histogram not only with its corresponding his-
togram but as well with the immediate neighbours of the
same scale, similar to the feature vector approach (Figure
1.b). We can represent our ordered set of 3 x 8 histograms
as a set of 3 vectors, each containing 8 histograms. By
cyclic permutation of each of these vectors and taking the
minimum of comparison and comparison with one rotated
vector, we get the final distance.

4. Experimental Results
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Figure 4. Examples of the image database

Our test database contains 609 images grabbed from a
French television channel. The images are all of the same
format (384x288 pixels) and coded in JPEG with 75% qual-
ity. The contents differs from outdoor activities (reports of
sports) to talk shows, full scope shots of people, weather
forecasts, logos and advertisements. To be able to measure a
query performance a clustering of the image set was neces-
sary. The clusters contain images of successive sequences.
In fact, the pictures of one cluster mostly are taken from the
same program and sometimes even from the same scene.
Figure 4 shows examples of these groups. One column of
the matrix contains images of the same cluster. Although
all images of the database are compared during a query not
all of them are grouped into clusters and used as query im-
ages. The reason is to avoid too small groups, which would
degrade the query performance curves without justification.
Eliminating all clusters with less than 10 images, the re-
maining 568 images are grouped into 11 clusters with the
following sizes:



1 2 3 4 5 6 7 8 9 10 11
10 | 11 | 14 | 15| 15| 19| 32 | 36 | 86 | 156 | 174

Since there is no general definition for visual similarity
between images, measuring retrieval performance is a diffi-
cult task and depends on the purpose. A single query uses
one image out of a cluster C, which contains d images. The
system answers with ¢ images of which r are from the orig-
inal cluster C'. We use a measure which is widely used for
indexation systems: precision.

p="
C

As the name suggests, the precision of the result of a single
query denotes how precise the result set responds to the de-
sires of the user. By changing the size of the result set we
get a performance curve for this query. We calculate the fi-
nal curve for a retrieval method by averaging the curves for
all single queries using different query images.

Figure 5 displays curves for both retrieval methods The
first method (5.b) performs slightly better than the his-
togram based method (5.c). However, it takes 37 seconds to
compare one query image against the database of 609 im-
ages (standard PC, 300 MHz), whereas the second method
finishes within 5.1 seconds.

The curves are displayed together with the theoretical
limits of query performance. A logical lower bound is the
performance of a method selecting random images. (5.d).
The upper boundary shows the performance of a query that
picks all similar images if possible. This curve depends on
the clustering of the database. A constant performance of
100% is only possible, if all clusters contain at least as many
images as we retrieve in our result sets.

5. Conclusion and Outlook

In this paper we presented two methods to use interest
point detectors and a Gabor filter bank to create texture
descriptions for image indexing. Both methods give good
results according to our test image database. For indexa-
tion purposes the histogram based statistical method needs
much less computational efforts, whereas the performance
decrease is statistically not significant.

The image representation introduced in this thesis holds
a rough texture description of images. The similarity mea-
sure is able to distinguish groups of images of the same
type, i.e. images having similar content without considering
many details. Typical applications could be e.g. databases
of television broadcast stations, which need to find screen-
shots of similar scenes or shots of the same telecast.

Future work will integrate a structural component by
combining the feature vector approach with attributed graph
pyramids [6] [7]. Another task currently pursued is to join
this texture based approach with methods based on colour,

structure and shape into one weighted indexation system,
which uses feedback of the user to recalculate the weights
of the system [4].
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Figure 5. Precision using different methods
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