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An algorithm for tracking swimming worms

Carmine Sansone

Abstract

During spawning, the marine worms Platynereis dumerilii exhibit certain swimming be-
haviours, which are described as a ’nuptial dance’. We propose a 2D tracking approach
that enables the extraction of data to quantify behaviours. With Platynereis dumerilii
worms, associations based on appearance are challenging since they are deformable and
regularly change shape and luminosity depending on their movement. During the spawning
phase, the worms exhibit complex interactions leading to occlusions which interrupt the
continuous track of a worm. During the occlusion the worms overlap themselves several
times and change the movement direction. To maintain the individual identities within a
video sequence, we propose an approach where appearance models are used to compare
a set of feature before and after an occlusion occurs to get correct associations of worm
identities. The chosen features are: the normalized shape (which is computed using a novel
approach), the area, the length, the luminosity and the position. To correctly define the
head and the tail points of the worms a trajectory analysis is done and depending on the
movement of the worms the head and the tail points are detected.
The method that we propose can be easily re-adapted to track similar type of worms.
The evaluation done shows how promising is this new approach for the tracking of two
Platynereis dumerilii worms.



1 Introduction

Platynereis dumerilii [1, 2] is a particular marine worm that swims only
during the reproduction process. In this species, the timing of reproductive
spawning events is synchronized with the moon phase. It is interesting to un-
derstand how the molecules of this worms (genes, proteins and hormones, as
well as signalling pathways and cell types) are involved in the regulation and
the synchronization of the reproduction time according to the moon phase.
[5, 6]. Descriptive studies of the spawning behaviour of Platynereis, and other
related Nereid worm species exist and date back to the early 1950s. These
previous investigations have also identified some key chemical pheromones
that stimulate egg and sperm release and induce spawning behaviour itself.
For example, female worms secrete uric acid and this is known to stim-
ulate sperm release from male worms. Similarly, different stereoisomers of
5-methyl-3-heptanone stimulate spawning activity in male and female worms
[7]. However, nothing is known about the genes, proteins and neuronal cir-
cuitry in the brain and peripheral nervous system that connect the detection
of spawning pheromone signals to the stimulation of spawning behaviours,
and ultimately the release of gametes into the water for fertilization.

Figure 1: Image of a female (top) and a male (bottom) worm (taken from
[6]).
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This is interesting because many marine animals synchronize their repro-
ductive spawning events with the lunar cycle [9]. The Platynereis dumerilii
worms are easy to grow in the laboratory and can be used for controlled ex-
periments, so they make an ideal model system for studying the underlying
mechanism of lunar reproductive timing. Figure 1 shows a colour image of
two Platynereis dumerilii worms.

The goal is to develop a quantitative spawning analysis method that is able
to characterize the differences in behaviour of male and female worms during
spawning. To define the behaviour of the worms, some worm features need to
be extracted from the video sequence and stored in appropriate data struc-
ture: speed, trajectory, area, length and number of touches. The extracted
data can be analysed from the biologists to experimentally test the candidate
genes, proteins, hormones and pheromones to understand their importance
and role in regulating spawning behaviours.

Currently biologists are obligated to watch all the video sequences and write
by hand a report about the behaviour of the worms. There are two main
problems with this procedure:

• This procedure is time consuming for a human. At the moment the
biologists cannot analyse video sequences with a long duration like
twenty-four hours but just videos that have a short duration like ten
minutes. As consequence of this problem no one has analysed the
worms when they are not mating. There is some interest to analyse
the worms during the entire life cycle.

• This procedure is time consuming for a human. At the moment the
biologists cannot analyse video sequences with a long duration like
twenty-four hours but just videos that have a short duration like ten
minutes. As consequence of this problem no one has analysed the
worms when they are not mating. Nonetheless there is some interest
to analyse the worms during the entire life cycle.

• In the reports written by hand there is an approximate description
about the behaviour of the worms and it is hard to compare the be-
haviour of the worms in different video sequences. The evaluation of
a video done by a human is not properly formalized in quantitative
measurements but just with a qualitative description. Comparing the
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results of different analyses is even more difficult when the reports are
written by different researchers. The problem is that the values of the
desired features cannot be measured by a human so the final comment
about the behaviour of the worms depends also on the sensibility of
the operator (the worms move fast/very fast, the worms do small/big
circle, etc.).

For these reasons an algorithm that is able to automatically define the
behaviour of the worms in a formal way is needed.

1.1 Overview of this document

The first chapter of the thesis explains the motivation of this work and the
importance of the research done on the genetic of the Platynereis dumerilii
worms. Some basic concepts regarding the behaviour and the constitution
of this worms are given. After this introductory information, the challenged
problem is defined from an high point of view as well as the role of this
work in the research of the biologists that are working on the genetics of the
Platynereis dumerilii worms.
The second chapter provides an overview of the best practices and the com-
mon methodologies used in the tracking problematics. These techniques in-
clude specifications regarding: representation of background, representation
of foreground objects, extraction of the features used to model the tracked
objects and Kalman filter: how it works and how to use it. After this general
overview some among the most important algorithms, in the literature and
on the marker, that aim at the worms tracking are given. Each of these algo-
rithms is compared to the algorithm proposed in this thesis remarking why
it cannot be used to solve the tracking of the Platynereis dumerilii worms.
The third chapter defines in detail the proposed method and how it is organ-
ised in modules. The main three modules are used respectively to achieve the
following objectives: worms detection, features extraction and worm track-
ing. An analysis of the computation complexity of the method is given and
some optimization about the execution time and the needed space to store
the output of the algorithm are proposed. At the end of the chapter the lim-
its of the proposed method are defined. In particular the class of problems
that can be solved using this algorithm are defined.
In the fourth chapter the proposed method is designed to be implemented in
any procedural programming language. Every parameter of the algorithm is
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described defining how the output of the elaboration changes depending on
every parameter variation. This design has been used to implement a Matlab
application, now used by the biologists of the Max F. Perutz Laboratories of
Vienna.
The fifth chapter show the results obtained by the algorithm on the provided
data set that is composed by twenty-five videos for a duration of more than
two hours. In the first part of the chapter the standard measurement indexes
used to evaluate the algorithm are described. In the last part of the chapter
the obtained results are organized in tables.
The last part of the thesis is dedicated to the conclusion and the future work
prospective.

This work has been done during my Erasmus experience in Vienna as a col-
laboration between the Pattern Recognition and Image Processing (PRIP)
research group of the Institute of Computer Graphics and Algorithms in
Vienna and the MIVIA research group of the Department of Information
Engineering, Electrical Engineering and Applied Mathematics in Salerno 1.
The Max F. Perutz Laboratories (MFPL) research group of the Vienna Bio-
center has participated to this work proposing the problematic and providing
the videos data set. Contents, figures, plots and tables present in this the-
sis are also present in the paper Shape Normalizing and Tracking Dancing
Worms submitted to IAPR International Workshops on the Structural and
Syntactic Pattern Recognition (SSPR 2016) conference.

2 State of the art

In this chapter we provide a formulation of multiple object tracking problem
and a review of the existing methods used to partially solve this problem.
After this general overview about the MOT some among the most famous
and recent algorithms for the worms tracking are described remarking the
goals achieved and the limitation of each of these algorithms.

2.1 Video tracking

Video tracking can be defined as the process that estimates the location of
one or more objects over time using a camera. The main challenges of a video
tracker application can be summarized as follow in three categories [10]:
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• Clutter: the appearance of the target is similar to the appearance of
other objects in the scene or to the appearance of the background.

• Pose changing: the appearance of the target projected in a plan image
changes when the target does 3D movements as rotations, translations
and deformations.

• Ambient illumination: direction, colour and intensity of the ambient
light influence the target appearance. These variations are particularly
challenging for outdoor scenes.

• Noise: the image acquisition process can introduce noise which depends
on the quality of the sensors used to acquire the image.

• Occlusions: it can happen that the target appears partially or totally
occluded during video sequences. The target can appear occluded be-
cause it moves behind a static object as a wall, a column etc, or because
other moving objects obscuring the view of the target. When the occlu-
sions are partials, an appearance model based on some global features
(e.g. the histogram) can be used to detect it. When total occlusions
occur information about the appearance of the target is not sufficient
for the tracking. In this case information about the typical motion be-
haviours can be used to estimate the position of the target. When the
target reappears after an occlusion an appearance model can be used
to correctly detect the target and re-initialise the track.

2.1.1 Problem formulation of tracking

As discussed in [10] the single object tracking problem can be defined as the
estimation of a time series x over a set of discrete time instants:

x = {xk : xk ∈ Es, xk ∈ Es} (1)

where Es is the state space and x is also known as trajectory of the target
in Es. The information encoded in xk depends on the application. Let Ik be
the frame (image plane) k of a video sequence. Usually Ik is mapped in a
vector ok ∈ Eo that summarizes the information of the target relevant for the
tracking, where Eo is the observation space. This mapping process is called
feature extraction or detection.
Usually, in the tracking problems, the state of the target is defined as a
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position measure of the target in the plan image. In this case xk can be
defined as the coordinates of a particular point of the target:

xk = (uk, vk) (2)

where uk is the vertical coordinate and vk is the horizontal coordinate.
Another option is to bound the target with a box defining the state as:

xk = (uk, vk, hk, wk) (3)

where uk and vk are the coordinates of the up-left corner of the box, hk
is the height of the box and wk is the width of the box. The target could be
also bound by an ellipse; in this case one more parameter is necessary, θk,
that defines the rotation of the ellipses:

xk = (uk, vk, hk, wk, θk) (4)

More complex representation of the position of the target can be used,
for instance a chain of points on the contour of the target.

The formulation of the single object tracking problem can be extended to
formulate the multiple objects tracking problem. Let nk and mk be the num-
ber of target objects and the number of observations in the frame k. The
state xk can be extended as a set Xk that defines the multiple-target state:

Xk = xk,1, xk,2, ..., xk,n ∈ F (Es) (5)

where F (Es) is the collection of all the finite subsets of Es. The definition
of observation given for a single target ok can be extended to multiple targets:

Ok = ok,1, ok,2, ..., ok,n ∈ F (Eo) (6)

where F (Eo) is the collection of all the finite subsets of Eo.

2.1.2 Feature extraction

The performance of the tracking strictly depends on the quality of the fea-
tures extracted from the image [11].
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Colour
The colour is the most common low level feature. In RGB model red, green
and blue can be used. In this model a colour is represented as a point in a
three-dimensional space where the three axes correspond to the red, green
and blue primaries. The colour black is defined as (0, 0, 0) and the white is
defined as (1, 1, 1). The HSV (hue, saturation, value) model also represent a
colour as a point in a three-dimensional space but in this case the coordinate
system is cylindrical. This representation can be useful because the values of
H and S do not change with surface orientation, illumination direction and
illumination intensity. The colour histogram can be used as object feature.
It is based on the colour and it has the advantage to be invariant to rotation
and scaling (if normalized).

Edge
The local intensity changes are due to different reflectance properties of the
object with respect to the surrounding background. This spatial intensity
changes can be quantified and used to perform the edge detection as showed
in Figure 2.

.

Figure 2: Edge detection

Given an plan image of the video sequence Ik it can be interpreted as
a two dimensional function Ik(u, v). The intensity changes can be obtained
performing the partial derivative:

∇Ik(u, v) =
[
∂Ik(u, v)

∂u

∂Ik(u, v)

∂v

]
(7)

An easy way to detect edge is doing a threshold on the image-gradient
magnitude. In the literature there are some well-known methods that can
be used to perform the edge detection based on the approximation of the
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gradient components as: difference operations, Sobel filter, Prewitt filter,
Canny, etc. Other methods are based on the second-order derivatives as:
Laplacian, Difference of Gaussian (DoG), Laplacian of Gaussian (LoG), etc.
Motion
Another common low level feature is the motion. It is important to remark
the difference between the 2D motion and the apparent motion. The 2D
motion is the projection of the 3D real-world motion into the image plane.
Apparent motion is what we consider to be motion analysing the intensity
changes. In contrast to the previous features to define the motion is necessary
to analyse more than one frame. The result of the subtraction is zero if there
is no motion. Considering two successive frames, the simplest way to detect
motions is subtracting the intensity values of the second image from the
intensity values of the first one.

.

Figure 3: Optical flow example

More sophisticate techniques can be used to obtain a motion measure-
ment as the optical flow [12]. An example of motion detection is given in
Figure 3.

Interest points
Interest points are points of the image that can be automatically identi-
fied across a video sequence when pose and illumination conduction may
change. Most of the interest-point detectors [10] select highly distinctive lo-
cal patterns such corners, prominent edges, etc. Maravec detector defines the
interest points searching the small square regions with the greater intensity

8



variation in eight directions. The problem with this detector is that it is not
rotation and scale invariant. The rotation invariation can be improved using
the Harris corner detector but the scale invariant problem still remains. The
easy way to solve the scale invariant problem is to extract features at a va-
riety of scales, and then matching features at the same level. A well-known
solution for the scale invariant is the Lowes Scale-Invariant Feature Trans-
form (SIFT) [13].

Uniform regions
A uniform region is defined as a set of connected pixels sharing some proper-
ties as colour or motion. To obtain these uniform regions usually a cluster of
selected low level features is done. The clustering algorithm can be divided in
two categories: boundary based and region based. The boundary based post
elaborate gradient information to locate boundaries that define partitions.
Some of the most common algorithms in this category are: snakes, scissors
and level sets. Region based algorithms estimate the similarity among fea-
tures. Some of the most common algorithms in this category are: split and
merge, region growing, amplitude thresholding and watershed techniques.
2.1.3 Background models When the camera is stationary the most widely
used technique to detect the foreground pixels is the background subtraction.
Using this technique is possible to detect the foreground pixels (moving pix-
els) in the current frame computing a subtraction between the background
model and the current frame. If during the video sequence the background
does not change it can be model with just an image otherwise more complex
models have to be used. All of the methods that aim at the dynamic mod-
elling of the background compute two main steps: an initialization phase
done one time before the start of the tracking and an update phase done
during the video analysis. The following two methods do the update of the
background model using statistics of the pixel values over time (as mean and
standard deviation): Gaussian Mixture Model [14] and Kernel Density Es-
timation. Using a dynamic model for the background it is possible to face
global illumination changes. A high update rate can properly manage fast
global illumination changes but has also the disadvantage that objects that
stay stationary on the scene, even if for a little time, became part of the
background model and are not detected as foreground. The quality of the
results obtained with this technique depends on the rate of the luminosity
changes. For example if in an outdoor application the clouds obscure the sun
for a short time, the background subtraction technique could fail. In some
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application it could be easier to model the appearance of a specific class of
objects than to model the appearance of the background.

2.1.3 Target models

A model of an object target includes information about appearance and shape
of the target. The target model can be computed in different ways: defined
using a priori information, defined using a snapshot information and defined
using a set of training set samples.

Shape
The simplest model of the target shape is a point that usually corresponds
to the object centroid. Other shape approximation model can be obtained
creating a bound of the objects using a box or an ellipse. More sophisticate
models try to approximate the 3D volume occupied by the target. This ap-
proximation can be done using a priori information about the 3D shape of
the target or using multiple calibrated cameras with overlapping views. In
this case the object can be bound with cuboid or ellipsoid. The obtained
approximation of the shape can be used to manage in a more robust way
multiple objects and occlusions. The previously discussed models can be
combined to create an articulated model of the target shape. The kinematic
joint constrains of the target articulation are modelled as constraints among
the connected rigid models that constitute the target model. Using an ar-
ticulated model it is possible to execute a complete body tracking. For a
deformable object the articulated model cannot be robustly used to estimate
the object shape because it is based on the canonical joints modelling. There
are some models in literature that better model deformable objects as: fluid
models, contours model and point distribution models. Using a fluid model
the object target is divided in homogeneous regions that are tracked sepa-
rately. There is no motion constraint among the identified regions. Using a
contours model the tracking of the target is done tracking some points along
the object contours of the target. To improve the tracking results some con-
strains on the contours of the object can be imposed. The point distribution
model is the most accurate shape representation; it is able to represent de-
formations inside the object boundary.

Appearance
In general the model used to represent the appearance can be used just for a
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specific object in a specific application and cannot be generalized for class of
objects. The most common target appearance representation is the template
that codes the position and the colour (or the grey scale values) of all the
pixels of the target area. To compare the template with an image region some
index measurement can be used as the L1-norm, L2-norm or the normalized
cross correlation. Before the comparison process between the selected image
region and the template, some transformations on the image region could
be done as translation and scaling. Instead of code information for all the
pixels among the target area the histogram model codes the appearance of
the target in a compact way extracting from the target a transformation-
invariant description. The colour histogram encodes statistical distribution
of the pixel values. This makes this representation invariant to scaling and
rotation and also robust to partial occlusion. A tracking application that
is based uniquely on this model could fail in case of luminosity changes,
background clutter and 3D movements of the target object. To manage this
situation a histogram model based on gradient [15] or/and orientation in-
formation is used together with the colour histogram model. As discussed
for the background representation also for the target representation it can
be necessary to define dynamic model instead of static model. A generic
solution could be representing every parameter of the appearance model as
a mixture of Gaussians that is update over time. If a set of training samples
of the target is available the appearance changing can be extracted. This ap-
pearance changing model can be used to predict changes in the appearance
of the target.

2.1.4 Kalman filter

This filter was formulated by Rudolph E. Kalman in 1960 [16]. Kalman filter
is used to estimate the state of a linear dynamic system. The estimation ob-
tained with this filter is optimal in the sense that it minimizes the estimated
error covariance. The inputs of the Kalman filter are measurements linearly
related to the state system, corrupted by white noise. Kalman filter assumes
that a discrete time linear dynamic system is modelled with the following
equations:

xk+1 = Ak ∗ xk +Bk ∗ uk + wk (8)

zk = Hk ∗ xk + vk (9)
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Where:

• xk is an array that defines the state of the system at time k. Gener-
ally the state defines the position and the velocity or the position, the
velocity and the acceleration.

• uk is a vector that contains all the control inputs received at time k.

• wk is an array that defines for every state parameter a noise term.
This noise is defined as zero mean white process noise with covariance:
E[wk ∗ wk‘].

• zk is an array containing the measures at time k.

• vk is an array containing the measurement noise terms for each obser-
vation in the measurement vector. This noise is defined as zero mean
white measurement noise with covariance: E[vk ∗ vk‘].

• Ak is the state matrix that defines the effect of the state parameters at
time k on the system state at time k + 1.

• Bk is the input matrix that defines the effect of the inputs at time t on
the system state at time k.

• Hk is a transformation matrix that maps the state vector parameters
into the measurement domain.

After an initialization there are two main operations done in succession
by the Kalman filer: a prediction update and a measurement update. The
measurement update is done to correct the state and covariance estimations
with the measurement . This operation can be interpreted as a correction of
the state equations based on the measurement obtained. Using this correction
method, when the system run steadily, the influence of the initialization is
almost irrelevant. Predictions of the movement of the tracked objects can
be used to improve the identification of the target objects among the video
sequence: the predictions can be used as a motion feature in the target
model. Also the detection process can be improved: using the predictions
the algorithm can analyse just the portion of the image in which the objects
should appear without scanning the entire image to detect the target objects.

12



2.2 Worms tracker

In the last years several methods have been proposed for tracking moving
objects such as people [17], pedestrians on the street [18, 19], vehicles [20,
21, 22], and sport players in the court [23]. In the state of the art it is
possible to find some algorithms that aim at tracking of flock of animals as:
birds [24], bats [25], ants [26, 27], fishes [28, 29] and cells [30, 31]. Only
a modest attention has been devoted to the tracking of worms. Indeed, it
is worth to point out that traditional tracking methods cannot be simply
applied for solving the tracking of swimming worms: the worms change their
direction and their speed in a very fast way, thus their movement is not easily
predictable. Furthermore, the appearance of the worms change very rapidly,
thus the history of the moving objects cannot be simply used for increasing
the reliability of the tracking algorithm, as in [17]. As summarized in this
book [32] in the state of the art there are some algorithms for the tracking
and the features extraction of worms. These algorithms can be organized in
three categories: algorithms that aim at the tracking of one worm, algorithms
that aim at the analysis of a group of worms and algorithms for the worms
tracking.

2.2.1 Single worm trackers

These algorithms aim at the tracking and the features extraction of a single
worm. The main goal is to analyse many videos in which just one worm ap-
pears and automatically define some features and behaviours of the worms
that can be used to classify them.

Worm Tracker 2.0
This algorithm has been implemented by the Schafer lab (Cambridge Uni-
versity) and has been proposed for the first time to the worm community in
2007. The current version can be downloaded on this website 2. The instal-
lation of Worm Tracker 2.0 is free but require a MATLAB Compiler Runtime
Environment and Dino-Lite type microscope/webcam. The current release
supports analysis of the worm’s area, length, width, thickness, transparency
and the brightness of head and tail.

CoLBeRT (control locomotion and behaviour in real time)
CoLBeRT is an algorithm implemented by Samuel lab in 2011. The design
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set up for this system include a digital micro-mirror device (DMD, from
Texas Instruments) to reflect a diode-pumped solid-state laser in order to
achieve selective illumination. This system is the fastest real-time single
worm tracker to date [32], capable of spatially restricted optogenetic manip-
ulations [33].

Nemo (Nematode movement)
Nemo is a software tool developed by the Nektarios Tavernarakis group in
2007 [34]. The goal of this software is to elaborate a video sequence with one
worm and record for every frame of the video some features of the worm as
the position of the centroid, the perimeter, the area and the pruned skeleton.
Some key points on the border of the arena are tracked as well to understand
when the arena is moved. Other similar algorithm for the tracking and the
features extraction of one worm can be found here [6, 35, 36, 37].

2.2.2 Algorithms that analyse a group of worms

The algorithms that aim at the tracking of a group of worms use the back-
ground subtraction technique and some morphological operations to obtain
a binary image in which the worms are described as connected regions in the
foreground. The centroid of all the connected regions present in the binary
image is tracked. When two or more regions are occluded the information
about these regions is lost. The reason is that in the context in which these
algorithms are used the focus is on the behaviour of the worms group and
not on the exact trajectory of a every single worm presents in the image.

The Parallel worm tracker
The Parallel worm tracker (PWT) has been implemented by the Miriam
Goodman lab [38] to analyse the speed of the centroid points of 50 worms in
parallel. The trajectory of a worm is stored only if it remains not occluded
for more than a fixed time. This analysis is useful to enabling quantifica-
tion of drug-induced paralysis: the speed of the worms is used as threshold
to count the number of paralyzed worms. The last version of the algorithm
is able to detect pirouettes in the trajectory of the worms as described in [39].

The Parallel worm tracker
This algorithm has been implemented by the Rex Kerr and Catharine Rankin
labs [40]. The goal of the algorithm is to analyse spontaneous movement on
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food, chemotaxis and habituation of response to tap stimulation. The core of
the hardware system is a high-end digital camera (Falcon 4M30, 4 Megapixel
(2352 1728), 31 fps) that renders the use of a microscope system unneces-
sary. With this hardware set up the algorithm is able to track up to 120
worms.

The optomechanical system for imaging or manipulation of neuronal activity
in freely moving animals This system has been implemented by Lockery lab
in 2011 [41]. The system is based on a non-invasive neuronal optogenetic
manipulations [33]. The main goal is the visualization of neuronal activity
in untethered combined with tracking and quantification of locomotory be-
haviour.

The work [42] defines a methodology for morphometric and locomotory anal-
ysis of freely behaving worm populations. Worm movements are expressed
in terms of three primitive motion patterns: peristaltic progression, defor-
mation, and translation. These patterns define an overall locomotory space
of C. elegans and to describe its general dynamic movements. The model
has been incorporated into algorithms for segmentation and simultaneous
tracking of multiple worms in a field, some of which may be interacting in
complex ways. A recursive Bayesian filter is used for tracking. Unpredictable
behaviours associated with interactions are resolved by multiple-hypothesis
tracking. Unfortunately this method works just with the C. elegans worms.
Other similar algorithms for the tracking and the analysis of a group of worms
can be found here [43, 44].

2.2.3 Worms tracking

The main goal of these algorithms is to define the trajectory of two or more
worms in a video sequence managing the occlusions. The PhD thesis of
Kuang Man Huang [45] proposes a methodology for the tracking of C. elegans
worms where it is possible to take trace of the worms also if they are occluded.
Some motion patterns are defined to model the worm movements. The worms
are modelled with rectangle blocks arranged on the deformable shape of
the worms. An algorithm based on the dynamic programming is used to
arrange the rectangle blocks inside the worm shapes. In case of occlusion
one thousand body poses and some morphological operations are used to
obtain the original shapes of the overlapped worms and keep track of them
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after the occlusion. In contrast to Huang’s approach, our method does not
try to segment the worms during occlusion, but aims at re-identifying them
afterwards. We assume that during the occlusion there is no information
that can be obtained from the frame. If two worms are occluded, instead to
try to define which part of the connected region belongs to the first worm
and which part belongs to the second worms, the features of the worms after
the occlusion are analysed to figure out the correct label association. They
also propose a method to define the head and the tail point of the worms.
This method can be used just for C. elegans worms because the method is
based on the fact that these particular worms have an accumulation of fat in
the head so the worms head area is usually brighter than the tail area. The
method that we propose for the definition of the head and tail points of the
worms can be also used for different type of worms because the decision is
taken studying the trajectory of the end-points of the worm skeleton. The
method proposed by Hoshi [46] is able to detect the worm’s head and tail.
The method is based on the assumption that the head swings more than
the tail so the head of the worm can be always distinguished from the tail
because of the different speed. This method cannot be used because it is
applicable only for the C. elegans (or similar) worms.

2.3 Platynereis dumerilii worms

Platynereis worms reproduce themselves by external fertilization. Worm eggs
and sperm are secreted from the mature male and female worms and fertil-
ize in the water. Therefore, for a successful reproduction of two Platynereis
worms, male and female worms need to effectively locate one another within
the large and complex marine environment. Coordinating the timing of
spawning to the lunar cycle allows the worms to become sexually mature
on the same day. Secondly, the worms release chemical pheromones to locate
one another in the water as they swim around to look for mates. Finally, the
series of spawning behaviours performed by male and female worms, com-
monly called the nuptial dance, are important for mixing the sperm and eggs
together to facilitate successful fertilization. A general review can be found
in [47]. The spawning process consists of four general phases: pre-spawning,
engaged spawning, gamete release and post-spawning. During pre-spawning,
male and female worms typically swim independently of one another, usually
with lower speeds, and display a linear body shape. Engaged spawning is
initiated when male and female worms come into close contact and sense
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chemical pheromones secreted into the water by the opposite sex. This is
accompanied by a noticeable change in swimming behaviour for both sexes:
swimming speeds increase (particularly for males), and worms either begin
to swim in circles, or swim in tighter circles (particularly for females). Other
changes in the plane of swimming are more frequently observed in both sexes
during engaged spawning behaviour. During gamete release, sperm and eggs
are secreted into the water, which particularly for female worms, results in
a dramatic change in body area, length and overall shape. Male and female
worms can be distinguished by their colour and anterior/posterior segment
border, which can be seen in Figure 4.

.

Figure 4: Image of a female (top) and a male (bottom) worm (taken from
[8]).

Worms are divided into a head and a tail part by the segment border and
the position of the border is different for male and female worms. Relative to
their whole body length, male worms have a longer tail than female worms.
Therefore, the segment border is closer to the head. During the different
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spawning phases the overall shape of the worms changes. Especially for
female worms, the body length and the area changes during the gamete
release as eggs are secreted into the water. During the different spawning
phases the curvature of the head trajectory also changes for both worms.

3 Proposed method

In this chapter we propose a method for the tracking and the analysis of
swimming worms. The first part of the chapter explains the main issue with
the worms tracking. The second part of the chapter describes the proposed
method. In the third part of the chapter the results of the evaluation done
are showed.

3.1 Problem definition

The main problems with the tracking of two worms and the recognition of
the male and female worm are:

• worms are deformable object;

• worms can touch each other or overlap themselves;;

• worms shape changes depending on the way in which the worms swim;

• worms luminosity changes depending on the area of the arena in which
they swim;

There is also a space and a computational complexity constraint. The videos
may have duration of twenty-four hours and the data about the worms have
to be stored in an appropriate data structure. The elaboration can be done
offline but the time request for the elaboration of the video should not exceed
the duration of the video plus some hours. The videos of the worms are
in grey scale values with a size of 1280x960 pixels and a variable frame
rate: from 30 to 60 frames per second (43 frames per second in average).
Before describing how the tracking and the features extraction are done two
preliminary elaborations are described: the initialization phase and the pre-
elaboration phase. The initialization has to be done one time before starting
to elaborate the video. The operations that belong to the pre-elaboration
phase are done for every frame of the video. The goals of the initialization
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are: a background mask image (needed in the pre-elaboration phase) and the
definition of the coordinates of the head points of the worms in the first frame
(needed for the tracking). After this two phases a binary image is obtained
in which the worms appear as two connected component in foreground. The
tracking and the features extraction is done on the binary images.

3.2 Initialization phase

The initialization is needed to obtain a background mask image and to know
the position of the head of the female worm and of the head of the male
worm in the first frame of the video. The initialization phase follows these
steps:

1. The position of the head of the female worm is manually marked;

2. The position of the head of the male worm is manually marked;

3. The part of the image that represents the arena is manually marked as
ROI (region of interest). To define the ROI, a point that belongs to
the border of the arena has to be marked. One point is enough because
the arena has a circular shape and the centre of the arena is the centre
of the image. When a point that belongs to the border of the arena
has been marked is easy to define a circle that represents the border
of the arena. The circle is defined as the set of pixels that have the
same distance from the centre as the marked point. All the pixels of
the image inside this circle represent the ROI.

Figure 5 shows an example of system initialization in which can be observed
that the user has marked three points on the first frame of the video sequence.
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Figure 5: Initialization phase

To build the background mask image from the first frame the following
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step are done:

1. Threshold based on the luminosity of the pixels;

2. Every connected component that has an area bigger than a threshold
(minimal worm area) is set as part of the background;

3. All the pixels out of the ROI are set as part of the background.

Figure 6 shows how these three steps are done.
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Figure 6: Background mask building process
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The white pixels represent the background. The background mask ob-
tained in this phase is used in the background subtraction process to obtain
a binary image where the worms are in foreground. The position of the head
points is needed because the algorithm cannot automatically recognize the
female and the male worm without any a priori information. In the feature
work a method to understand the behaviour of the worms is described. With
this method it would be possible to automatically recognize the male worm
and the female worm analysing the trajectory of the worms without any a
priori information about them. The tracking of the worms start after this
initialization phase.

3.3 Worm detection

The goal of the worm detection phase is to obtain a binary image with two
connected regions representing the two worms, or one connected region if
the two worms are crossing each other. To reach this goal the following
operations are done:

1. Threshold based on the luminosity of the pixels;

2. Background subtraction;

3. Removing connected components with an area smaller than a fixed
threshold.

Figure 7 shows how these three steps are done. In the background mask
b) the white pixels represent the background instead in c-d) the white pixels
represent the foreground.
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Figure 7: a) Original frame. b) Background mask image. c-d) Worm detec-
tion.

As background model is sufficient to use a static background mask image
because the background does not change during the video. Assuming that
the worms are not overlapped, for each connected region the elaboration pro-
ceeds according to the following steps:

1. Creating the skeleton of the connected region
To create the original skeleton the algorithm executes more thinning opera-
tions in sequence until the connected region has a thickness of one pixel. In
the work of Pucher [8] has been observed that using the medial axis trans-
formation process (MAT) [48] instead of the thinning process produces a
skeleton with more branches, as showed in Figure 8.
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2. Finding the end-points of the skeleton
When the skeleton has no brunches is easy to find its two end-points. When
there are more than two end-points (because of the branches of the skeleton)
just the two end-points that are connected with the longest path have to
be chosen. The algorithm defines a distance matrix in which is defined the
geodesic distance from each end-point to every other. The maximum element
of the matrix defines the couple of end-points with the maximum geodesic
distance. If there are more than two endpoints with maximum geodesic dis-
tance, the longest overall branch is not unique.

Figure 8: Worm skeleton computed using morphological thinning operation
(left) and using (MAT) technique (right) (taken from [8]).

This can happen, if there are two branches with equal geodesic distance
on one of the worms ends, as showed in Figure 8 (right illustration). In such
cases, one of the end-points is chosen arbitrarily.

3. Pruning the skeleton from the branches
The branches are removed from the skeleton until the skeleton is reduced to
one path that connects the couple of the end-points found in the previous
step. The Figure 9 shows how these three steps are done to pruning the
worm skeletons.
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Figure 9: Pruning skeletons process

More information about the pre-elaboration phase can be found in the
work of Pucher [8].

3.4 Feature extraction

To track the worms when they swim separated the only feature taken in ac-
count is the position. The correct association is done comparing the position
of the worms with a prediction obtained with the Kalman filter [49]. To track
the worms when they are occluded the information about the position cannot
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be robustly used. To manage the occlusion the proposed tracking method
considers the following worm features: normalized shape, area, length, lumi-
nosity and trajectory. In this paragraph every feature is described. To better
understand the variability and the values‘ range of these features, for every
feature a plot is showed. All the plots have been generated from the same
video sequence that has duration of three minutes and fifteen seconds and a
variable frame rate, 43 frames per second in average.

Area
The area is computed as the number of the pixels that define the connected
region of the worm in the binary image.

Figure 10: Worms area

From the Figure 10 it is possible to observe how high the variability of
this feature is over time. In just three frames the worms can change their
way of swimming by showing their front or their side. These changing have
a high influence on the area values. Also 3D movements influence the area
value. The area is a very important feature because from the area plot the
biologists can easily understand when the female worm releases the eggs.
In the last part of the plot showed in Figure 10 the female collapse on itself
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until the end of the video so the algorithm holds the last available area value.

Length
The length is computed as an approximation of the geodesic distance between
the two end-point of the skeleton. Starting from an end-point of the worm
skeleton the geodesic distance is obtained summing the Euclidean distance
between every point and the successive one. Using the geodesic distance as
measurement of the length of the worms instead of that the number of pix-
els that compose to the worm skeleton a better approximation of the real
length of the worm is obtained. To obtain a better approximation the radii
of the circles at the first and last skeleton point are added to the length.
It is important to include the circle radii as the skeleton endpoints do not
always touch the outline of the binary worm region. More details about the
computation of the geodesic distance can be found in Soille work [50].

Figure 11: Worms length

As with the area plot also from the length plot is possible to understand
the period in which the female release the eggs. The length value is more
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stable than the area because when the worms can change their way of swim-
ming the length value remains almost the same. The 3D movements have
a high influence on the length values. Figure 11 shows an example of the
worms length over a video sequence.

Luminosity
The luminosity is computed as the mean grey scale value of the pixels that
belong to the worm skeleton. It is better to consider the luminosity of the
skeleton instead of the luminosity of the entire region that represents the
worm because there is some noise on the border of the region that alternates
the real value of the luminosity of the worm. The noise is presents because of
the fins of the worm that sometime are excluded from the connected region
and sometime are included.

Figure 12: Worms appearance

Figure 12 shows an example of the worms appearance over a video se-
quence.
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Touch occurrences

Figure 13: Touches occurrences

Figure 13 show the touch occurrences plot: every time that the worms
touch each other the function is incremented by one. This feature is the most
reliable to understand when the worms are mating. From the Figure 13 it
can be observed that the mating time start after the frame 5.000 and ends
before the frame 6.500.

Velocity
The velocity of a worm is defined as the rate of change of position with re-
spect to time v = ∆x

∆t
. The change in position ∆x is measured between two

consecutive frames and is given by the Euclidean distance between the posi-
tions of the head point of the worm in two successive frames. The change in
time ∆x is given by the time between two frames.
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Figure 14: Male speed

Figure 15: Female speed

From Figure 14 and Figure 15 it can be observed that the female worm
has a more stable trajectory than the male worm. The female has almost
regular speed instead the male has a high discontinues speed since he swims
and stops over and over again.
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Head trajectory
The trajectory of a worm is defined as chronological list of head point posi-
tions. For every frame in the video sequence there is an entry in the list that
defines the position of the head point of the worm, from the first frame to
the last one Figure 16 shows a section of a trajectory.

Figure 16: Part of a video frame with an overlay of the head trajectory (taken
from [8])

From Figure 18 and Figure 17 it can be observed that usually the female
worm has a more regular trajectory than the male worm.
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Figure 17: Female trajectory

Figure 18: Male trajectory
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In fact the female worm move in circle during all the video instead the
male worm has different behaviour. At the beginning of the video the male
worm swims along the border of the arena because he does not detect the
presence of the female worm in the arena so he tries to escape from the arena
searching for a female worm. After this phase the male worm detect the
female worm and start to swim near it with irregular trajectory. When the
male start to release sperm he also moves in circle as the female. After the
mating both the worms remain quiet.

Normalized shape
From the binary image the medial axis transformation is computed for both
the connected regions that represent the two worms. Figure 19 gives a visu-
alization of this process.

Figure 19: Part of the distance transform of a worm with circles drawn for
four points on the skeleton (taken from [8]).
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Figure 20: Normalized shape (taken from [8]).

After this transformation, for every point of the skeleton worm a radius
value is defined. In Figure 20 is showed how it is possible to obtain the
normalized shape of the worm drawing a circle for every point of the skeleton
in according to the correspondents radius value. Starting from an end-point
of the worm skeleton that can be considered the first point of the skeleton,
the geodesic distance between every skeleton point and the first skeleton
point is computed. For every point of the skeleton it has been defined: the
radius value and the geodesic distance respect the first point of the skeleton.
A discrete function is built considering on the abscissa axis the geodesic
distance of every skeleton point to the first point and on the ordinate axis the
corresponding radius value. Interpolating the radius values a new continuous
function is defined. To compare two normalized shape the radius values have
to be compared in according to the same abscissa axis, for this reason the
described function is sampled with a unitary sampling step.
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Figure 21: Interpolation and sampling process

The result of this elaboration is the normalized shape feature used for
the tracking of the worms. An example of the described process is showed in
Figure 21.
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Situation that increase features’ values changing

In this section some situations that cause high variation in the features’
values are described.

Figure 22: A worm changing the swimming mode

Figure 22 shows an example of situation in which the worm changes the
swimming mode: from a strict line trajectory to a circular one. It can be
observed than when the worm swims in a strict line show the front and the
fins are clearly visible. When the worm swims in a circular way the worm
keep the fins near the body so they are not visible. Furthermore when the
worm swim in a circular way just the side is showed. For this changing in the
swimming mode the values of the area feature changes very fast. The value of
the area of the worm in the Figure 22 are respective 451, 445, 401 and 340.
There is a difference of more than one hundreds pixels in the area values
in just six successive frames. Figure 23 shows an example of situation in
which the worm changes the occupied part of the arena. It can be observed
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than when the worm occupies the parts of the arena near the border its
luminosity is highest than when it swims in the canter of the arena. In the
example shows in Figure 23 the average luminosity values of the pixels that
belong to the worm skeleton are respective: 45, 48, 55 and 65. There is a
difference of ten in the luminosity values in just twelve successive frames.
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Figure 23: Different contrast in different parts of the arena

The eggs release is a situation that cause variation in the features values of
the female worm. This process is slower respect the previous two situations.
When the female releases the eggs the area and the length decrease while the
luminosity increases. After the eggs release process the female is smaller than
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before and this is why the area and the length decrease during this process.

Figure 24: Eggs release process

After the eggs release process the female is brighter than before because
when the female has released the eggs the tail and the centre part of the body
became empty and transparent. Figure 24 shows an example of this process.
In this example the features values of the female worm area respective:

• area: 316, 207 and 168 (pixels)

• length: 73, 61 and 32 (pixels)

• mean grey scale value of the skeleton: 61, 63 and 68.

This variation of the features values happen in 1393 frames (almost 30
seconds). It can be observed that the appearance of the female worm before
the eggs release is completely different than after the eggs release. 3D move-
ments are a cause of high variation in the appearance of the worms. This
situations are more unusual than the previous one in fact the worms prefer
to swim on the surface of the water and do 3D movement just when they are
obligated. Figure 25 shows an example of 3D movement.
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Figure 25: An example of 3D movement

3.5 Tracking of the worms

To describe what happens in the arena, different situations are defined. Each
situation represents a different state of the arena. The following image shows
how the state of the arena can evolve:
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Figure 26: States of the arena

For each situation, the elaboration is different because there are different
types of problems to solve:

• When the worms swim separated the correct association among the
end-points of the worm skeleton in the frame at time t and the points
that represent the tail and the head of the two worms in the frame at
time t-1 have to be found. In this case the tracking of the worm is done
using movement predictions of the worms obtained with the Kalman
filter.

• When the worms touch each other or when they are overlapped there
is not much information about the behaviour of the worms that can be
got. In this case the problem is to define what should be the values of
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the worms feature and try to predict the positions of the head points
of the worms.

• When the worms reappear separated after an occlusion the problem
is to label the worms as male worm and female worm. There is also
the problem to label the two end-points of the worm skeletons as head
point and tail point. To solve these problem two methods are proposed:
gender re-identification and head-tail definition.

3.5.1 Worm representation

For the tracking of the worms some points along the worm skeletons are de-
fined as key points. These key points are tracked during the frame sequence.
In this paragraph the notation used to reference these points is described.
Let w(τ ,k,id) be a function that defines the position of the points of the
worms skeleton where is a real number defined in [0, 1], k is an integer
number that represents the frame number of the video and id is an identifi-
cation label. In case of two worms tracking: id ∈ [male, female]. For a fixed
frame k̂ of the video and for a fixed worm îd the position of the tail point of
the worm is w(0,κ̂+1, îd) and the position of the head point of the worm is
w(1,κ̂+1, îd). The worm skeleton can be divided into three parts: tail points
τ ∈ [0, 1

3
], body points τ ∈ [1

3
, 2

3
], and head points τ ∈ [2

3
, 1].

The trajectory of the head and tail of a worm is not a continuous wave and a
lot of vibrations and oscillations are present. For this reason it is not possible
to correctly predict the position of these points using the Kalman filter. The
points that belong to the body represent the part of the worm skeleton in
which less vibrations and waves are observed. The tracking of the worms is
done using a movement prediction, obtained with the Kalman filter, of the
following skeleton points: w(1

3
,k,id) and w(2

3
,k,id).

3.5.2 Track the worms when they swim separated

When the worms swim separated there are two connected regions in the
binary image that represents the two worms. In the frame k̂ the position
of the following points are know: w(1

3
,k̂,male), w(2

3
,k̂,male), w(1

3
,k̂,female)

and w(2
3
,k̂,female).

The position of the same points in the frame k̂+1 is unknown. In the frame
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k̂+1 for both the worms two points called p1 and p1 are defined in the fol-
lowing way:

1. One between the two skeleton end-points is chosen to be the first end-
point.

2. p1 is the point along the worm skeleton that has a distance of 1
3

from
the first end-point.

3. p2 is the point along the worm skeleton that has a distance of 2
3

from
the first end-point.

The tracking problem is formulated in the following way: find the correct
association among the points defined in the frame k and the points defined
in the frame k̂+1. Figure 27 shows how these points are marked in the frame
k̂ and in the frame k̂+1.

Figure 27: Associations problem

The first step of the elaboration is to predict, for both the worms, the
position of the points w(1

3
,k̂,id) and w(2

3
,k̂,id) using the Kalman filter. Let

k(τ ,k,id) a function that defines the predicted position of the point w(τ ,k −
1,id) based on the trajectory of the same point [49].
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Figure 28: Information that the association manager takes in account

The number of the all possible associations among the points in the frame
k̂+1 and the Kalman prediction is eight as showed in Table 1.

Table 1: Possible associations

For every prediction the error is calculated as the Euclidean distance
between the position of the prediction and the corresponding point in frame
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k̂+1 as showed in Table 2.

Table 2: Possible errors

For every prediction the corresponding error is calculated as the Euclidean
distance between the position of the prediction and the position of the pre-
dicted point in frame k̂+1. For every hypothesis four errors are taken in
account: the errors of the head and tail predictions of the male worm and
the errors of the head and tail predictions of the female worm. The hypothe-
sis with the lowest root mean square error (RMSE) is chosen. The root mean
square error has been preferred to the mean absolute error [51] because the
prediction errors follow a norm distribution (also the error model used in the
Kalman filter is defined in according to a norm distribution). Furthermore
it has been proved on the evaluation done that using the root mean square
error instead of the mean absolute error brings better results.
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Table 3: Potential error of the hypothesis

When the correct association of the points w(1
3
,k̂,id), w(2

3
,k̂,id) and w(1

3
,k̂+1,id),

w(2
3
,k̂+1,id) have been found, it is easy to define the position of the points

w(0,k̂+1,id) and w(1,k̂+1,id). One of the two end-points of the worm skele-
ton is chosen as start point. From the start point every skeleton point is
analysed one by one. If the first point met during this walk is w(1

3
,k̂+1,id)

it means that the start point represents the position of the tail of the worm
and the other end-point represents the position of the head of the worm,
instead if the first point met during this walk is w(2

3
,k̂+1,id) means that the

start point represents the position of the head of the worm and the other
end-point represents the position of the tail of the worm. It is important
to keep in mind that first the association among the points w(1

3
,k̂,id) and

w(2
3
,k̂,id) is found and after the position of the head and of the tail of the

worms in the frame k̂+1 is defined. There are some cases in which doing
directly the tracking of the points w(0,k̂,id) and w(1,k̂,id) , bring the algo-
rithm to takes wrong decisions because the worms can turn the head in the
opposite direction respect to the movement. This method is used to keep
trace of the worms when they do not cross each other. This method can be
optimized considered the fact that the worms cannot appear in the current
frame too far from their positions in the previous frame so if the pairs of
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points in the frame k̂ that represent the male worm are far away from the
pairs of points in the frame k̂ that represent the female worm the possible
hypothesis became four instead of eight (first four rows of Table 1).
Figure 29 show an example of tracking between two successive frame: k̂ and
k̂+1. Figure 29-a) shows the results of the tracking of the frame k̂ , where
the position of the head and tail points are known for both the worms (pink
and blue crosses). Figure 29-b) show the detection of the two worms in the
frame k̂+1 where it is not known which points are the head and tail points of
the male worm and which points are the head and tail points of the female
worm (red crosses).

Figure 29: a) Results of the tracking of the frame k̂. b) Analysis of the frame
k̂+1.

Figure 30 provides a visualization of all the possible associations among
the Kalman predictions and the positions of the worms in the frame k̂+1.
The blue circles are the Kalman predictions of the head and tail of the male
worm. The pink circles are the Kalman predictions of the head and tail of the
female worm. The red crosses are the positions of the worms in the current
frame. The yellow lines define the distances among the Kalman predictions
and the correspondence worms positions.
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Figure 30: Example of comparison among the Kalman predictions and the
positions of the worms

In Figure 30 it can be observed that for every possible hypothesis the
root mean square error is defined. In this example the correct hypothesis,
the first one, is chosen because with this hypothesis the RMSE is minimized.

3.5.3 Track the worms when they cross each other

When the worms touch each other or when they are overlapped there is not
much information about the behaviour of the worms that can be got from the
binary image. The only thing that the algorithm does in this situation is to
update the position of the tail and of the head points of the two worms using
a prevision based on Kalman filter. To improve the accuracy of the Kalman
filter prediction the algorithm relocates the position of the predictions inside
the connected component that represent the two worms overlapped. In fact
we know that the head and the tail of the two worms have to be inside the
connected component.
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Figure 31: Relocation of Kalman predictions.

The position of the Kalman prediction is used just for the online visual-
ization during the elaboration. When the elaboration of the entire video the
values of the worm features for the frames in which the worms are occluded
are defined doing a linear interpolation among the values of these features in
the last frame before the occlusion and the value of the same features in the
first frame after the occlusion. In the feature a way to get the skeletons of
the worms also when in the binary image there is just one connected region
for both the worms could be defined. Two worms are considered occluded
when they cross each other or when they touch each other. There are many
other cases in which the worms have to be considered occluded:

• When one of these two points k(1
3
,k̂,male) and k(2

3
,k̂,male) is too near

to one of these points k(1
3
,k̂,female), k(2

3
,k̂,female). This situation

happens when the frame rate is too low and the two worms swim near
along two circular trajectories.

• When the tail point of the worm touches the head point of the same
worm. This situation happens when the worm close itself in a circular
shape, in this case the information about the end-points of the worm is
lost. This situation has to be considered as an occlusion. The occlusion
end when the two end-points of the worm reappears separated.

• When the Euclidean distance between these two points k(1
3
,k̂,id) and

k(2
3
,k̂,id) is too short. This situation happens when the worm collapse

on itself (dead worm).
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3.5.4 Track the worms when they reappear separated

The important thing about the crossing of the worms is to be able to recognize
the male worm and the female worms when they reappear separated as well
as to identify the points that represent the tail and the head of the worms.
The elaboration proceeds in two main steps:

1. Gender re-identification: in the frame at time t we have two different
regions. The problem is to decide which region represents the male
worm and which region represents the female worm;

2. Identify the position of the head and tail points: for each region the
algorithm studies the trajectory of the two end-points of the region
skeleton and decides which end-point is the tail and which end-point is
the head.

To do these two steps the algorithm elaborates some frames before the
occlusion and some frames after the occlusion as showed in Figure 32. During
this time the algorithm analyse the features of the two worms before the
occlusion and the features of the two connected regions after the occlusion.
This information is used to define the gender of the two connected regions.
During the observation time also the trajectory of the skeleton end-points of
the two connected region are analysed. This analysis is used to define the
head and the tail of the worms after the occlusion. If the worms cross each
other during the ”observation time” or there is not enough frames in the video
to continue this analysis the algorithm makes a decision with the information
got until that time. For the tail and head detection more the observation
time is long and the more the probability to take a correct decision increases
but also the elaboration time will increase. At the end of this analysis the
complete trajectory of the head and of the tail points of the two worms is
known. Since the algorithm have to produce a video in which the trajectory
of the two worms are showed, though we know the trajectory of the two
worms we have to restart the elaboration from the fist frame analysed during
the observation time and generate a frames sequence in which the trajectory
of the two worms is showed with appropriate markers. For this reason if we
increase the observation time the elaboration will be increased because the
frame that we analyse during the observation time have to be re-elaborated
to draw the trajectory of the two worms. For the gender re-identification the
observation time should be short because the value of the features worms
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change very fast. Observing just few frames before the occlusion and few
frames after the occlusion, the two worms do not have enough time to change
the values of their features. For this reason observation windows of different
size are used: one for the gender re-identification and one for the identification
of the head and tail points.

3.5.5 Gender re-identification

An occlusion is defined as a set of frames in which the worms are overlapped
and represented in the binary image by one connected component. In the
frames before the occlusion the value of the worm features are known, during
the occlusion there is no information about the worm that can be obtained
from the binary image, after the occlusion there are two connected regions in
the binary image. The problem is to define the gender of the two connected
regions that represent the worms after the occlusion. The idea is to compare
some features of the two worms before the occlusion with the features of
the two regions. The features taken in account are: normalized shape, area,
mean grey-scale value, length, position of the centroid. A description of the
features can be found in the paragraph 3.4. Before the occlusion the features
of the worms are used to build two models: one for the male worm and one for
the female worm. To compare the worm models with the region features, a
measure of similarity and a comparison methodology is defined. To increase
the strength of the decision, five frames after the occlusion are taken in
account. A decision about the correct gender re-identification is made for
every one of these frames. After the comparison, the association that has
been chosen most often during the analysis is taken as correct. Figure 32
shows how the frames are divided and analysed.

Figure 32: Gender re-identification process
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The number of frames to analyse has to be chosen according to the rate in
which the chosen features change over time. For Platynereis dumerilii worms,
some of the features depend on how and where the worms are moving. When
they swim in a straight line, the body area is bigger than when they are mov-
ing in circles. The luminosity also changes depending on where they swim. It
is higher in the middle of the arena than at the border. Therefore a decision
of five frames was chosen empirically for Platynereis dumerilii worms in the
current tracking set-up. The algorithm uses the same approach showed in
the fourth paragraph to take track of the two blobs. To build the male and
female model, the average value of the features in the last five frames before
an occlusion is calculated. The position feature is defined with a movement
prediction obtained with the Kalman filter [52]. This feature defines where
the worm should be after the occlusion and it is used in case the occlusion
has a short duration. The other features define how the worms should ap-
pear after the occlusion. As information about the position the point w(0, 5
,k,id) is used because it can be easily obtained from the skeleton of the region
without introducing errors in the gender re-identification process. For every
frame in the observation window the features of the two regions are cooper-
ated with the male and female models. After this comparison a similarity
matrix is built as showed in the Table 4.

Table 4: Similarity matrix

The element sij of the matrix is computed in this way:

sij=

√
αn∗(snij)

2+αa∗(saij)
2αm∗(smij )

2+αl∗(s
l
ij

)2+αp∗(s
p
ij

)2

αn+αa+αm+αl+αp
(10)

The measure of similarity that we propose to use is a quadratic weighted
mean. To compare different measurements in just one index every measure-
ment of similarity (normalized shape, area, mean grey scale value, length and
position) is normalized to one, and also the weights αn, αa, αm, αl and αp

are defined between zero and one.
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Normalized shape
snij is the factor that takes account of the normalized shape of the regioni

and the normalized shape of the of the modelj. The paragraph 2.1 explains
in detail how the normalized shape is computed. The normalized shape of a
worm can be interpreted as a discrete signal r(k): on the abscissa axis there
are some integer values from one to N and on the ordinate axis there are the
radius values. N is defined as the integer value that better approximate the
geodesic length of the worm skeleton. Assuming that the normalized shape
of the regioni has the same length of the normalized shape of the modelj
then the similarity index between these two features is computed using the
Pearson correlation coefficient [53, 54]:

snij=
1

N−1
∗
∑N

n=1
(
ri(k)−µi

σi
)∗(

rj(k)−µj
σj

) (11)

Where ri(k) is the normalized shape of the regioni, rj(k) is the normalized
shape of the modelj, µi and σi are the average and the variance of the function
ri(k) and µj and σj are the average and the variance of the function rj(k).
If the two normalized shapes, Ni and Nj, have different length the value
N is defined as the minimum between Ni and Nj. The comparison is done
several times taking in account the signal with the shortest length and cut
versions of the longest signal. The cuts are done in according to a window of
N elements shifted on the longest signal. For every possible shift a new cut
is obtained and the Pearson formula is applied on the shorted signal and on
the cut version of the longest signal. The maximal value obtained after the
comparisons is chosen as similarity measurement. Using this shift system the
3D movements are management, Figure 33 shows an example: in the first
image the worm shows the complete front side of the body so the normalized
shape represents the entire front side of the worm body having a length of
66 pixels.
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Figure 33: Example of normalized shape correlation in 3D movements

In the successive frames the worm does a 3D movement and the normal-
ized shape represents just the front side of the worm head. The normalized
shape that represents the head will has a shortest length than the normal-
ized shape that represents the body. In according to the shift system the
normalized shape that represents the head is compared several times along
the worm body. When the normalized shape that represents the head is com-
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pared with the part of the worm body that represents the head (last part of
the normalized shape) a high value of similarity measurement is got.

Area
saij is the factor that takes account of the current area of the regioni and the
area of the modelj.

saij=1−
|da
ij
|

damax
(12)

Where daij is the difference between the area of the regioni and the area
of the modelj. To obtain the saij the value daij is normalized with the factor
damax that represents the maximal value of the area of a worm.

Mean grey scale value
smij is the factor that takes account of the mean grey value of the skeleton of
the regioni and the mean grey value of the skeleton of the modelj.

smij=1−
|dm
ij
|

255
(13)

Where dmij is the difference between the mean grey value of the skeleton
of the regioni and the mean grey value of the skeleton of the modelj. To
obtain the smij the value dmij is normalized with a factor that represents the
maximal grey scale value of the skeleton of a worm.

Geodesic length
slij is the factor that takes account of the length of the skeleton of the regioni

and the length of the skeleton of the modelj.

slij=1−
|dl
ij
|

dlmax
(14)

Where dlij is the difference between the length of the skeleton of the
regioni and the length of the skeleton of the modelj. To obtain the slij the
value dlij is normalized with the factor dlmax that represents the maximal
length of a worm skeleton.

Position
spij is the factor that takes account of the position of the centroid of the
regioni and the prediction of the position of the centroid of the modelj.
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spij=1−
|dp
ij
|

d
p
max

(15)

Where dpij is the Euclidean distance between the position of the central
point of the skeleton of the regioni and the prediction of the position of the
central point of the skeleton of the modelj. To obtain the spij the value dpij is
normalized with the factor dpmax that represents the maximum distance that
a worm can cover in a time equal to the duration of the occlusion. There are
two possible associations: region1 is the male worm and region2 is the female
worm Hp1 or vice versa (Hp2). A measure of confidence is assigned to both
the hypotheses: s11+s22 to Hp1 and s12+s21 to Hp2. The association with
the greater confidence value is chosen as result of the gender re-identification.

3.5.6 Trajectory analysis for head and tail definition

At this point of the elaboration is known which region is the male worm and
which region is the female worm. The problem now is to define for both
the worms which point between the two end-points of the skeleton is the
head and which one is the tail. Two methods are proposed that can be used
to reach this goal. The first method is based on the assumption that the
worms are alive, the second one is based on the assumption that the worms
are dead or losing vitality. The first method studies the trajectories of the
skeleton end-points for some frames after the occlusion. This phase is called
trajectory analysis. The second method compares the positions of the worms
after the occlusion with the positions of the worms before the occlusion. In
this case the trajectories of the skeleton end-points cannot be robustly used
to identify the head and the tail of the worms because in this case the worms
are dead and the movements depend on the water waves. The idea is based
on the fact that when a worm swims in toward the tail point is pulled from
the head point. For each worm the algorithm defines which point (among the
two end-points) pulls and which point is pulled. For every frame during the
trajectory analysis the tracking of the following points of the worm skeleton
is done: w(1

3
,k,id), w(1

2
,k,id) and w(2

3
,k,id). To track these points during the

observation time the method based explained in the paragraph 3.2 is used.
The Figure 34 shows how these points are represented for a fixed worm îd in
two successive frames k̂ and k̂+1.
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Figure 34: Information taken in account to identify the head and the tail
points.

As shown in Figure 34 the distance between the point w(1
3
,k̂+1,îd) and the

point w(1
2
,k̂,îd), is smaller than the distance between the point w(2

3
,k̂+1,îd)

and the point w(1
2
,k̂,îd) therefore the point w(0,k̂+1,îd) is voted as tail point.

This voting is repeated for each one of the frames analysed during the ob-
servation time. At the end of the trajectory analysis the point with highest
number of votes becomes the tail point. If during the trajectory analysis the
worms do not move in backward for a time greater than half of the duration
of the trajectory analysis the outliers are avoided. The duration of the tra-
jectory analysis have to be chosen as a trade-off between the probability to
take the correct decision and the elaboration time. Therefore a decision of
thirty frames was chosen empirically for Platynereis dumerilii worms in the
current tracking set-up.

It has been chosen to study the trajectory of the points w(1
3
,k,id) and w(2

3
,k,id)

and not the trajectory of the points w(0,k,id) and w(1,k,id) for the following
reason: image to define Cartesian reference system centred on w(1

2
,k,id) that

moves according to the trajectory of this point. What can be observed is
that the relative trajectory of the points w(1

3
,k,id) and w(2

3
,k,id) with re-

spect to this reference system is almost zero instead the relative trajectory
of the points w(0,k,id) and w(1,k,id) with respect to this reference system is
not zero because a worm can always turns left and right the head and the tail.

Sometime one of the worms (or both of them) dies after the mating phase. In
such a case the worm stops to swim and starts to move through the movement
of the water. The trajectory analysis described in the previous paragraph
cannot be used to manage this situation, because the assumption that the
tail point is pulled from the head point is not valid. For the dead worms
we propose to use the same approach defined in the paragraph 3.2 but with
the simplification that we consider just one worm. To define the head and
the tail points after an occlusion we compare the positions of the head and
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of the tail points of the worm in the last frame before the occlusion with
the positions of the end-points of the worm skeleton in the first frame after
the occlusion. There are four possible associations among these points and
the association with the smallest mean square error is chosen as correct. A
dead worm detector defines when a worm shows a dead behaviour. Assuming
that the size of the trajectory analysis N, a worm is considered dead if the
following conditions occur:

• Speed: the average speed of the point w(1
2
,k,id) in N frames after the

occlusion is lower than a threshold.

• Movement: the distance between the point w(1
2
,k,id) in the last frame

before the occlusion and the position of the same point in the first
frame after the occlusion is lower than a threshold.

Usually when a worm is dead does strange and slows movements as ro-
tations or waves with the body or just collapse on itself. As measure of the
worm speed it has been chosen the speed of the point w(1

2
,k,id) and not the

speed of the end-points skeleton because the speed of the points w(0,k,id)
and w(1,k,id) could be highest than the threshold because of the rotations
and the waves.
A threshold on the average speed of the worm is imposed for two reasons:

1. If the speed of the worm is low, is high probable that the worm is dead.

2. If the speed of the worm in some frames after the occlusion is high, it
can be assume that with the trajectory analysis there is a good chance
to take the correct decision.

A threshold on the movement of the worm is imposed for two reasons:

1. The threshold on the speed is not sufficient to detect dead worm be-
cause there are some situations in which the speed is high but the worm
is dead, these situations happen when the dead worm does rotation or
waves.

2. If the position of the worm after the occlusion is near to the position of
the same worm before the occlusion is high probable to take the correct
decision about the identification of the head and tail points using the
altered version of the association manager instead that with the method
based on the trajectory analysis. For this reason it has been chosen to
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consider the movement of the worm during the occlusion and not the
movement of the worm after the occlusion.

Figure 35 shows an example of occlusion management.

Figure 35: Frames sequence in which the worms cross each other.

3.6 Computational complexity

In this paragraph we define the computational complexity of the proposed
method. In this analysis we not consider the fact that some operations can
be performed on the GPU and also we not consider particular architecture as
Multiple Instruction Multiple Data or Single Instruction Multiple Data. To
evaluate the computational complexity of the proposed method we consider
the upper limit under the assumption of worst case. In the worst case the
worms appear in every frames with the maximal possible length and the
maximal possible area values. For this reason we consider the maximal value
of every variable taken in account along the video sequence. In this way
we can consider the value of every variable as an unknown value that is
always the same for every frame of the video sequence. Furthermore in this
analysis we do not consider eventually constant factors. The following table
summarize the variables used in this evaluation.
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Table 5: Variable used to define the computational complexity of the pro-
posed method

As described in the previous section the method is composed by three
main functional blocks executed in succession: detection, features extraction
and tracking. The computation complexity of the method can be defined as
the max among the computation complexities of these three main functions.
To simplify this evaluation we consider the operations related to the worms
skeletons in the features extraction phase.

Detection
The operations that have to be computed during the detection process are:
threshold, background subtraction, closing and connected components la-
belling. Regarding the threshold operation, every pixel of the grey scale
image has to be checked so the computation complexity of this operation is
O(k ∗ n ∗m). Also for the background subtraction an elementary operation
has to be computed for every pixel of the image so the complexity of this
operation is O(k ∗ n ∗m). The morphological operation closing is computed
as a dilatation operation followed by erosion operation. The operations of
dilatation and erosion have the same computational complexity: a kernel of a
fixed size (generally 3x3 or 5x5) is superimposed on every pixel of the binary
image; if the pixels of the binary image that are under the kernel respect a
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fixed condition the pixel of the binary image that is under the origin of the
kernel is set to one or to zero depending on the imposed condition. Dilata-
tion and erosion have a computational complexity of O(k ∗n ∗m) so also the
closing operation has a computational complexity of O(k ∗n∗m). Regarding
the connected components labelling all the pixels of the binary image have
to be scanned two times. During the first scan every foreground pixel receive
a region label, during the second scan the equivalent labels are substituted
by a unique one. After the second scan every foreground pixel has a label
and there are not equivalent label. In the end the connected components
labelling process has a linear time with the number of pixels. We can con-
clude that the detection phase has a computational complexity of O(k∗n∗m).

Features extraction
During the features extraction process, for both the connected component
present in the binary image the following operations are done: measure the
area of the connected component, compute the skeleton, pruning of the skele-
ton, compute the normalized shape, compute the geodesic length of the skele-
ton and compute the mean grey scale value of the pixels that belong to the
skeleton. To compute the geodesic length of the worm we compute the Eu-
clidean distance between every point of the skeleton and the following one.
Summing these Euclidean distances the algorithm estimates the geodesic
distance of the worm. Using the Newton’s method based on the Schoolbook
long multiplication method the computational complexity of this operation
is O(k∗s2) where s is the maximal number of pixels of the worm skeleton and
k is the number of frames. To calculate the area of the worms the algorithm
has to count the number of pixels of the connected components, in the binary
image, that define the two worms. This operation is linear with the maximal
number of pixels that define a worm in the binary image: O(k∗a). The skele-
ton is obtained performing the medial axis transformation. According to the
work of Lee [56] the computational complexity of the MAT in case of planar
shape is O(k ∗ e ∗ log e) where e is the maximal number of boundary edges
in the connected component that define the worm in the binary image. The
normalized shape can be easily obtained in a constant time from the MAT
taking in account the radii values of the pixels that belong to the pruned
version of the skeleton. The time needed for the pruning of the skeleton is
quadratic with the number of the branches of the skeleton. For every branch
there is an end point in the skeleton. For every end point, the geodesic dis-
tance with all the other end points of the skeleton has to be computed; this
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is why the pruning has a quadratic time with the number of the branches.
Pruning the skeleton is an operation that has a computation complexity of
O(k ∗ b ∗ s2).

We can conclude that the computation complexity of the features extrac-
tion phase is: O(k ∗ b ∗ s2) +O(k ∗ a) +O(k ∗ e ∗ log e)

Tracking
There are two different tracking process computed depending on the state of
the worms: the worms swim overlapped or the worms swim separated. When
the worms swim separated the tracking is based on the analysis of the Kalman
predictions. The four predictions obtained with the Kalman filter in the pre-
vious frame (for both the worms prediction of the head and tail points) are
compared with the current positions (head and tail) of the two worms. It is
evident that in this case the tracking process has a computational complexity
that strictly depend on the computational complexity of the Kalman filter.
As explained in [49] the Kalman prediction are obtained computing some
matrix operations. The size of these matrixes is fixed because the number of
states (position and velocity) is fixed as well as the number of input and out-
put of the discrete system considered. For this reason we can consider that
in this case the computational complexity of the tracking phase. When the
worms are overlapped the algorithm has to manage the occlusion. After the
occlusion the algorithm compute the gender re-identification and the head
and tail definition. Using the features values of the two worms before the
occlusion two model are created. These two models are compared with the
features values of the worms after the occlusion. This process can be done
in a constant time. For the head and tail definition the trajectories of the
end-points of the skeleton in a fixed number of frames after the occlusion are
analysed. This analysis can be done in a constant time.

We can conclude that the computational complexity of proposed method
is: O(k ∗ n ∗m) +O(k ∗ b ∗ s2) +O(k ∗ a) +O(k ∗ e ∗ log e)
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3.7 Optimization

3.7.1 Output storage optimization

In this paragraph an estimation of the space needed to store the algorithm
output is done. At the end of the paragraph some methods are proposed
to reduce the space needed. Using the output of the algorithm it has to
be possible to generate a binary video with the two worms in foreground.
Furthermore it has to be possible to generate the graphs with the feature
values over the time. The estimation is done in according to the following
assumptions:

• Size of the video is 640 x 480 (the same size used in the evaluation).

• Max value of the worm area is 800 pixels.

• Max value of a radius in the normalized shape of a worm is 50 pixels.

• Max value of the length worm is 120 pixels (skeletonLength).

• The worms touch each other one time every 244 frames (touchRate).

• Max speed of a worm is 50 pixels per second.

For both the worms and for every frame the information stored by the
algorithm at the end of an elaboration is the following:

• Current frame 32 bits;

• Coordinates of the head point 2*10 bits;

• Coordinates of the skeleton points skeletonLength * 2*10 bits;

• Normalized shape skeletonLength * 6 bits;

The length of the worm can be obtained from coordinates of the skeleton
points. The area of the worm can be obtained from the normalized shape.
The speed of the worm can be obtained from the coordinates of the head
point. The luminosity of the worm does not need to be stored because it is
used just for the tracking and it is not relevant for the biologists. For every
frame we need to store number of the current frame because of the frame rate
can be not constant. There is no need to store the number of the times that
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the worms have touched each other for every frame because it is sufficient to
store the information about when the touched have occurred. Considering
a video that have duration of 24 hours with a frame rate of 43 frames for
second and doing the previous assumptions the space needed to store the
output of the algorithm can be estimate as following:

N.offrame = 3.715.200;
MaleSpace = N.offrames ∗ (2 ∗ 10 + skeletonLength ∗ (2 ∗ 10 + 6))
FemaleSpace = N.offrames ∗ (2 ∗ 10 + skeletonLength ∗ (2 ∗ 10 + 6))
Currentframe = N.offrames ∗ 32
TouchesSpace = N.oftouches ∗ touchRate ∗ 32
Space = MaleSpace+FemaleSpace+TouchesSpace+Currentframespace

Currentframe = 14, 86MBytes
MaleSpace = FemaleSpace = 1, 166 ∗ 1010bits = 1, 45GBytes
TouchesSpace = 60, 9Kbytes
TatalSpace ≈ 2, 9Gbytes

Table 6 shows the space needed to store the original videos of the dataset
and compare this number with the space needed to store the output of the
algorithm in according to the assumptions done that are valid for the con-
sidered dataset. The space needed for the output of the algorithm can be
calculated in according to the previous formulas considering a video with
320.630 frames that it is equal to the sum of frames in all the videos of the
dataset.

Currentframe = 1.282, 5Kbytes = 1, 2825MBytes
MaleSpace = FemaleSpace = 1, 0068 ∗ 109bits = 125, 8473MBytes
TouchesSpace = 5, 2562Kbytes = 0, 0053Mbytes
Space ≈ 253, 03Mbytes

To reduce the space needed to store the output of the algorithm two op-
timizations are proposed: the first optimization reduce the number of bits
needed to store the coordinates of the heads points of the two worms and the
second optimization reduce the number of bits needed to store the coordinate
of the skeletons points of the two worms.
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Figure 36: The position of the worms is defined respect a system of Cartesian
axis cantered in the up-left corner of the image.

For every frame, the coordinates of the head point are stored respect a
system of Cartesian axes centred in the up-left corner of the image as showed
in Figure 36. We propose to store the coordinates of the head point in the
first frame of the video respect these Cartesian axes and for all the successive
frames we propose to store the coordinates of the head point in a relative
way as showed in Figure 37. For a fixed frame k a system of Cartesian axes
is defined. These axes are centered in the position of the head point of the
worm. The position of the head point of the worm in the frame k +1 can
be defined respect to Cartesian axes previously defined. For the assumption
done a worm cannot cover a distance bigger than 50 pixels between two
successive frames so using this new representation, for every frame of the
video after the first one, the coordinate of the head point can be stored with
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2*6 bits instead of 2*10 bits.

Figure 37: The positions of the worms are defined respect two system of
Cartesian axes centred in the positions of the head points in the previous
frame.

For every frame the coordinates of the skeleton points are stored respect
the fixed point of the image (0,0) (up-left corner). From the previous opti-
mization the coordinate of the head point (first point of the skeleton) can
be formulated respect the fixed point of the image (0,0). There is no need
to store for all the successive pixel of the skeleton the coordinate respect the
point (0,0) because it is know that every point of the skeleton is a 8-neighbour
respect the previous one. From the second point of the skeleton to the last
one the coordinate of the skeleton points can be stored using the Freeman
Chain Code. With this coding the coordinate of the skeletons points can be
stored with 2*3 bits instead of 2*10bits.

The following table shows the space needed to store the output of the al-
gorithm for the complete dataset using the two described optimization.

Currentframe = 1.282, 5Kbytes = 1, 2825MBytes
MaleSpace = FemaleSpace = 465.554.760bits = 58, 1943MBytes
TouchesSpace = 5, 2562Kbytes = 0, 0053Mbytes
Space ≈ 117.676Mbytes
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Table 6: Needed space to store the output of the algorithm

In the work [57] a novel approach is proposed to represent the worm in
a compressed way. The method is based on the, so called, eigenworms. The
posture of a worm can be represented with just four numbers: the amplitudes
along each dimension when the shape is projected onto the eigenworms.

3.7.2 Elaboration time optimization

The bottle neck of the computational complexity are the morphological op-
erations that we use during the pre-elaboration phase to generate the binary
image. The idea to speed up the elaboration is to generate the binary image
in parallel with the elaboration that we do on that image for the features
extraction. We can divide the instructions in two set: the set of the instruc-
tions that aim to generate the binary image using morphological operations
(set B) and the set of the instructions that aim to interpret the binary image
extracting the worms features from the binary image and doing the worms
tracking (set T). From the evaluation it can be seen that the time required
for the elaboration of the instructions of the set B is much higher than the
time to elaborate the instructions of the set T. The following image shows
how a sequential elaboration is done where:

• Bi means elaboration of the instructions that belongs to the set B to
create the binary image of the frame i;

• Ti means elaboration of the instructions that belongs to the set T to
extract features and track the worms in the frame i
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Figure 38: Sequential elaboration.

We can improve the elaboration time considering that the production
of the binary images can be anticipated. Generate the binary images from
the original frames is a process that can be done out of order instead the
elaborations done on the binary images have to be done in order from the
first binary image to the last one. The idea is to do the elaboration of these
two different types of elaboration in parallel. The following image show how
the elaboration time can be reduced using a parallel approach:

Figure 39: Parallel elaboration.

3.8 Limits of the method

The module that does the pruning of the skeleton of the connected regions
works only if there are no loops in the original skeleton. The method showed
for the head and tail definition can be used in every type of application in
which the following conditions occur simultaneously:

• The skeleton of the object has a shape of a line with just two end-points.

• During the trajectory analysis the worm should move in forward for a
time greater than half of the duration of the trajectory analysis.

• The points used to analyse the trajectory of the worm cannot move
in the opposite direction respect the direction of the movement of the
middle point of the worm skeleton.

To compute the normalize shape it is necessary that the connected region
that represent the worm in the binary image can be reduced to a skeleton
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without branches. For the tracking of the worms when they swim separately
the proposed method is based on the Kalman filter so the limits of the Kalman
filter have a directly repercussion on the limits of the proposed method. In
particular a technological limitation is imposed: the camera used to record
the videos has to be able to record videos with a sufficient frame rate in
according to the speed of the worms. The gender re-identification method
strictly depends from the chosen features and from the number of analysed
frames. Given a set of N feature an N-dimensional space can be considered.
Every dimension of the space defines the values of one of the chosen feature.
As discussed in the previous paragraphs model1 and model2 represents the
values of the features of the male and of the female worm before the occlusion.
They are represented in this N-dimensional space as two points that we can
call m1 and f1. For a fixed frame after the occlusion the values of the features
of the two worms are also represent as two points in the N-dimensional space
that we can call m2 and f2. If the sum of the Euclidean distances between
the points m1 and m2 and the points f1 and f2 is smaller than the sum of
the Euclidean distances between the points m1 and f2 and the points f1 and
m2 the correct decision is taken otherwise a wrong decision is taken. The
gender re-identification method can be used in every application in which
exist a set of features that can be used to build models, before an occlusion,
that properly represent the tracked objects after the occlusion.

4 Design and implementation

4.1 System architecture

In the previous chapter the method that allows the worm tracking and fea-
tures extraction is described. In this chapter we propose our implementa-
tion of the method. The environment chosen to implement the algorithm
is MATLAB (matrix laboratory). MATLAB is optimized to compute ma-
trix manipulations which make it a perfect tool for image processing and
video analysis applications. The design of the algorithm is based on func-
tional modules and a top-down approach is used to describe the modules
that compose the system. From the highest point of view the system can be
represented with three main modules: worm detection, features extraction,
worms tracking. In the following paragraphs every one of this modules is
described the sub-modules that compose it.
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Figure 40: Main system overview

The worm detection module bring as input the video frame an produce a
binary image with a black background and connected regions in foreground.
These connected regions are marked as blobs. The features extraction module
proceeds with the extraction of the features from these blobs. The last step
is done by the worms tracking module that property label the blobs with the
gender allowing the taking of them during the video sequence. Furthermore
for every blob the module has to mark the head and the tail points.

4.1.1 Worm detection

This module implements the background subtraction technique to obtain a
binary image in which the worms appear in foreground as connected regions.

• Input: a grey-scale frame taken from the video sequence.

• Output: binary image with the worms in foreground.

• Initialization parameters:

– Minimum and maximum luminosity value of the worms.

– Minimum value of the worm area.

– Background mask.

It is important to remark that to build the background mask a ROI has
been used. Every pixel out of the ROI has been marked as background in the
background mask. In this way every time that the background subtraction
technique is applied, the pixels of the image that are out of the ROI are
automatically excluded from the elaboration. For this reason there is no
need to put the ROI as an input parameter of this method because it is
implicitly included in the background mask. The operations done by this
module are:
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1. Do a double luminosity threshold based on the minimum and maximum
luminosity values of the worms.

2. Subtract to the obtained image the background mask.

In the binary image obtained from the previous steps some noise could
appears in foreground. It could be also possible that the connected regions
that represent the worms contain some small holes inside. To correctly detect
the worms the following operations are done:

1. Threshold on the area of the connected regions based on the minimum
value of the worm area.

2. A morphological operation of closing.

The result of this elaboration is a binary image with two connected regions
that represent the two worms or just one connected region if the worms are
touching each other.

4.1.2 Features extraction

The input of this module is the output of the previous one: a binary image
with the blobs that represents the worms in foreground. If the worms do not
touch each other, for every detected connected regions this module define the
value of all the features discussed in the paragraph 3.4.

• Input: a binary image in which the worms appear in foreground.

• Output: detection of the worms inside the binary image and definition
of the feature values of the worms.

Figure 41: Features extraction module
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If the worms are touching each other no feature value is extracted and
the output of the module is the identification of the single connected region
that represents the two worms. If the worms are swimming separately for
both the connected regions the value of all the features are extracted.

4.1.3 Worms tracking

From the previous module, the connected regions that represent the two
worms are detected and all the worm features are extracted from these re-
gions. The goal of this module is to track the head points of these regions
and label them as male worm and female worm.

Figure 42: Worms tracking module

When there are two connected regions means that the worms swim sepa-
rated. In this case the sub-module Tracking based on Kalman filter is used.
When there is one connected region means that the worms touch each other
and are represented by the same connected region. In this case the sub-
module Occlusion manager is used. Regarding the tracking of the worms
when they swim separated, the output of the tracking for the previous frame
is used to obtain the Kalman predictions. These predictions are compared
with the positions of the regions obtained from the worm detection of the
current frame. The eight hypothesis method explained in the paragraph 3.5.2
is used to define the correct association among these points. When the cor-
rect association among this points has been defined it became automatically
know the gender labels of the two connected regions and also the head and
tail labels. The occlusion manager module has to re-identify the gender of
the two worms after an occlusion and also, for both the worms, define the
head and tail positions.
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Figure 43: Occlusion manager module

Both the sub-modules Gender re-identification and Head and Tail iden-
tification need to analyse the features of the worms in some frames after
the occlusion. To use these two modules the tracking of the two connected
regions represented in the binary image after the occlusion is needed. This
tracking is done using the module Tracking based on Kalman filter. This
module is the same module used for the worms tracking with the only differ-
ence that instead to label the regions as male and female worm the regions
are labelled as region1 and region2. After the tracking of the two regions all
the features of these two regions has been stored and the modules Analysis of
successive frames and Head and Tail identification can be used. The module
Gender re-identification use the values of the features before the occlusion
to build two models: a model that represent the male worm and a model
that represent the female worm, as described in the paragraph 3.5.4. This
models are compared with the values of the features tracked after the occlu-
sion. The comparison method is described in the paragraph 3.5.4. After this
comparison the two regions: region1 and region2 are labelled as male and
female worm. The module Head and Tail definition analyse the trajectory
of the two regions tracked after the occlusion and define which are the head
points of the two regions. The analysis of the trajectory of the two regions is
done as described in the paragraph 3.5. In the end, the occlusion manager is
used to track the regions present in the binary image in the frames after the
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occlusions. The features of these regions are extracted during the tracking
and then are used to correctly re-identify the gender and the position of the
head points of the two worms.

4.2 Algorithm configuration

This is the description of the algorithm parameters:

• FEATURE OBSERV ATION WINDOW SIZE
Defines the size of the observation windows used to create the male
and the female model to aim at the gender re-identification. It also
represents the number of the frames that are analysed after an occlusion
to find the correspondence between the worm models and the regions.

• TRAJECTORY OBSERV ATION WINDOW SIZE
Defines the size of the observation windows used to study the trajectory
of the end-points of the skeleton regions after an occlusion to identify
the head and the tail points.

• DEAD WORM OBSERV ATION WINDOW SIZE
Defines the size of the observation windows used to understand if some
of the regions present in the binary image after an occlusion represent
a dead worm.

• DEAD WORM SPEED andMAX DEAD WORM MOV EMENT
If in the frames that belong to the dead worm observation window a
region has a speed lowest of DEAD WORM SPEED value and the
distance covered during the occlusion (distance between the last posi-
tion before the occlusion and the first position after the occlusion of the
point w(1

2
,k,id). is greater thanMAX DEAD WORM MOV EMENT ,

the region is detected as dead worm. Obviously this elaboration is done
after the gender re-identification otherwise it is not possible to associate
the first position of the region after the occlusion with the last position
of the worm before the occlusion.

• MIN TAIL HEAD DISTANCE
If the Euclidean distance between the points w(1, k, id) and w(0,k,
id) is less than this value means that the worm is closing himself in a
circle. This situation is managed as an occlusion because if the skeleton
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of the worm has a circle shape it is not possible to get the end-points of
the skeleton and identify the head and tail points. The worm remains
occluded until the end-points of the its skeleton reappear distant from
each other for more than this value.

• MIN T H KALMAN DISTANCE
If the Euclidean distance between the points w(1

3
,k,id) and w(2

3
,k,id)

is less than this value means that the worm is collapsing on himself.
This situation generally happens when the worms die. This situation is
managed as an occlusion because if the worm collapses in a ball shape
there is any information about the skeleton and the end-points that
can be got. The worm remains occluded until the points w(1

3
,k,id) and

w(2
3
,k,id) reappear distant from each other for more than this value.

• MIN KALMAN DISTANCE
If the Euclidean distance between the points k(1

3
,k,male) and k(1

3
,k,female)

or k(1
3
,k,male) and k(2

3
,k,female) or k(2

3
,k,male) and k(1

3
,k,female)

or k(2
3
,k,male) and k(2

3
,k,female) is less than this value means that the

movement predictions are too approximate and there is a high prob-
ability to get an error during the association process. This situation
generally happens when these three conditions occur simultaneously:

– The worms swim too fast for the frame rate of the video;

– The worms swim near without touching each other;

– The worms do circular trajectories.

When this situation happens, the association method explained in the
paragraph 3.2 is not robust because movement predictions are too near.
The frames in which this situation happens are considered as frames in
which the worms are occluded and the situation is managed as if the
worms were crossing each other.

• HEAD TAIL LENGTH PERCENTAGE
This value defines how the worm body can be subdivided and also
which points along the skeleton points are used as key points to track.
Setting this value to 1

3
means that the total length of the skeleton can

be divided in three parts that have the same length:

– Tail: from the point w(0,k,id) to the point w(1
3
,k,id);

76



– Body: from the point w(1
3
,k,id) to the point w(2

3
,k,id);

– Head: from the point w(2
3
,k,id) to the point w(1,k,id);

The tuning of the parameters of the algorithm has been done on the videos
that belong to the folder: ”160409 Spawning pairs Carmine” because in
these videos appear almost every possible situation and the evaluation has
been done maintaining the same configuration of these parameters.

The following table show the configuration used for the evaluation of the
algorithm:

Table 7: Parameters of the algorithm
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5 Experimental evaluation

To evaluate the performance of the methodological approach proposed in this
work a Matlab application has been realized. The application has been tested
on the data set of worm videos provided by the Max F. Perutz Laboratories
of Vienna.

5.1 Data set description

The videos of the worms are in black and white with a size of 1280x960
pixels and a variable frame rate: from 30 to 60 frames per second (43 frames
per second in average). To speed up the elaboration time every video has
been resized to 640x480 pixels. From the complete data set of videos have
been removed: the parts in which appears just one worm, the parts in which
the worms are dead (nothing happens), the parts in which the biologists
introduce with a syringe chemical elements in the arena. After this filtering
we can summarize the information about the data set in this way: the number
of videos is 25, the total duration of the videos is 2 hours, 7 minutes and 16
seconds, and the total number of frames is 320.630 (elaborated videos and
more material about the evaluation done and the obtained results can be
found on our web site ”http://www.prip.tuwien.ac.at/research/worms.php”).
The biologists have organized the videos of the data set in folders in according
to the data in which the videos have been recorded. The following table
describes how the videos have been organized:

Table 8: Organization of the videos in folders
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Table 9: Videos folder convection

5.2 Sequence Frame Detection AccuracyDistance

In the work of Kasturi [58] an index to measure the accuracy of the detection
is defined. This index can be used in all the tracking applications in which
a ground truth is available and the objects tracked are represented in the
video sequence by points. In our case the two worms can be represented by
the head points and the ground truth is available because it has been defined
manually watching the videos of all the data set. Let D be a matrix having
a dimension of 2x2 that defines the Euclidean distance between the detected
head points of the two worms and the exact position of the two worms in
according to the ground truth. The D matrix is normalized to one dividing
every element for the length of the diagonal of the image. For a fixed frame t
of the video sequence, the accuracy of the detection is defined by the index:
Frame Detection AccuracyDistance (FDA-D) in according to Equation 16.

FDA−D(t) =

∑Nt
mapped

i=1 (1− d′i)
Nt
G+Nt

D

2

(16)

FDA−D(t)male = 1−

√
(malex(t)D

−malex(t)G
)2 + (maley(t)D

−maley(t)G
)2

diagonal
(17)

FDA−D(t)female = 1−

√
(femalex(t)D

− femalex(t)G
)2 + (femaley(t)D

− femaley(t)G
)2

diagonal
(18)

FDA−D(t) =
FDA−D(t)male + FDA−D(t)female

2
(19)

Where N t
mapped is the number of number of mapped object sets in the

frame t, N t
G is the number of objects present in the frame t in according

to the ground truth, N t
G is the number of objects present in the frame t
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in according to the detection of the algorithm, d
′
i represents the distance

between the i-th mapped pair. This measurement be averaged over the set
of all frames in a sequence by:

SFDA−D(s) =

∑Nframes
t=1 FDA−D(t)∑Nframes
t=1 ∃(N t

GORN
t
D)

(20)

For the average over all the set of sequences we have:

ASFDA−D =

∑S
s=1 SFDA−D(s)

S
(21)

Where S is the total number of all the video sequences in the data set.

5.3 Multiple Object Tracking Accuracy (MOTA)

In the work of Kasturi [58] an index to measure the accuracy of the tracking
is defined. This index can be used in all the tracking applications in which
a ground truth is available and the objects tracked are represented in the
video sequence by points. In our case the two worms can be represented by
the head points and the ground truth is available because it has been defined
manually watching the videos of all the data set. The MOTA measurement
takes in account: the missed counts, the false alarm counts and the number
of switches in the system output ID for a given reference ground truth.

MOTA = 1−
∑Nframes

i=1 (cm(mi) + cf (fpi) + loge(idswitches)∑Nframes
i=1 N i

G

(22)

For a fixed frame i: mi is the number of missed tracks, fpi is the total
number of false alarm tracks and idswitches is the total number of ID switches
made by the system output for any given reference ID and N i

G is the number
of tracked objects in the frame i in according to the ground truth. For the
evaluation done, the number of missed tracks is always zero because we do
not consider an error when the algorithm misses the track of the worms when
the worms touch each other (because the algorithm is able to re-identify the
worms after the occlusion). We have decided to be more strict weighting the
penalty of a switch in a linear way instead of a logarithm way. The reason
is that in our application just two objects have to be tracked so the variable
idswitches become a binary variable: one if the algorithm does the switch and
zero otherwise. When the algorithm considers a worm occluded because it
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closes itself in a circle, for the ground truth there are always two worms that
have to be tracked. For this reason the value of N i

G is zero if the worms touch
each other (occlusion) and two otherwise. According to these considerations
the number of the Multiple Object Tracking Accuracy can be reformulated
as:

MOTA = 1− N.ofswitches+N.offalse positive

2 ∗N.offrames without occlusions
(23)

5.4 Features ranking

In this paragraph an evaluation of the chosen features is done. Standard
ranking methods as Support Vector Classification [34] cannot be used in our
case. The reason is that the values of the features that define a model for
the male and for the female worm are always different among the videos
and also during the same video sequence. For this reason in the proposed
method new models that describe the two worms are built and used for every
worm interaction. The ground truth that defines for every one of the 1.308
gender re-identification decisions the correct gender re-identification has been
defined manually, watching the original videos. The method that we use to
rank the features is the following: evaluate every feature individually defining
the number of correct gender re-identification decisions taken using this single
feature in Equation 10 on the 1.308 gender re-identification decisions that
have to be taken. The ranking is done sorting the features in according to
the number of correct decisions taken. The following tables summarize the
obtained results:
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Table 10: Features ranking

5.5 Obtained results

The evaluation has been done on a Personal Computer with the following
features:

• Operating system: Windows 7, 64 bit version;

• RAM: 8 GB;

• CPU: Intel Quad Core i5-760, 2,8 GHz;

• GPU: Nvidia GeForce GTX 460;

• Motherboard: Asus P7H55.

• Hard Disk: Western Digital Black WD1002FAEX, 1 TB, 7200 RPM.

The following table shows the results obtained for every videos folder:
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Table 11: Evaluation results

The following table summarizes the results obtained on the whole data
set:

84



Table 12: Evaluation results in summary

It would seem strange that the percentage of correct gender re-identifications
is greater than the percentage of wrong head and tail identifications and the
percentage of the frames with a correct gender re-identifications is lower than
the percentage of frames with a wrong head and tail identifications. The rea-
son is that a wrong head and tail identification does not have repercussions on
the following one because every one of this decision is based on different and
independent trajectory studies; instead if a wrong gender re-identification
decision is taken there is a high probability that the worms gender will con-
tinue to be confused in the following gender re-identification decisions. As
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regards the gender re-identifications we have observed that in the most of the
videos we have got zero gender re-identification errors and in three videos,
from a certain frame to the end of the video, the gender of the worms has
been confused. As regards the head and tail identifications we have observed
that in the majority of the case in which the algorithm takes a wrong de-
cision the worms lose vitality and start to stay quite or do not move. In
these situations the trajectories of the worms are quite casual and depend
on the movement of the water. Instead when the worms swim in a natural
way is very unlikely that the algorithm takes wrong decision. The following
table show the values of the ASFDA-D obtained for all the video sequences
of every Trial folder.

Table 13: Evaluation results in summary

From the evaluation done, the obtained value of the ASFDA-D on all
the video sequences of the data set is: 0,977. The following table show the
values of the MOTA obtained for all the video sequences of every Trial folder.
From the evaluation done, the obtained value of the MOTA on all the video
sequences of the data set is: 0,99.

6 Conclusion

In this work, a method to extract features and track Platynereis dumerilii
is proposed. It is able to handle occlusions and maintain the identity of the
tracked worms with the help of a novel feature, the normalized shape. The
normalized shape allows the comparison of the shape of worms regardless of
their deformation. It is used along with other features to correctly re-identify
the worms after occlusions.
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The proposed method for the re-identification and the trajectory analysis to
assign head and tail are not limited to the presented application but can
be applied to other tracking problems. The decision indeed takes into ac-
count the trajectory of the end-points of the skeleton and does not focus on
anatomical or shape properties. Especially the normalized shape is a suitable
representation for all kinds of non-rigid objects having a main axis.
The method shown for the gender re-identification of worms can be adapted
for other tracking problems, where the correct associations has to be made
after an occlusion. Assuming that the objects which are visible before an
occlusion belong to a particular class, models for every class can be built.
Using these appearance models and the comparative method shown in this
paper the best possible decision can be taken defining the assignment class
of the objects after the occlusion. For different applications and association
problems the features used to represent the object types can be different.
This also allows the algorithm to handle more than two objects and will be
used in the future to track more than two worms.
Experimental evaluations on videos of the duration of more than two hours
showed that the proposed approach is able to reliably analyse the nuptial
dance of the worms. In 99.77% of the cases the gender of the worms was cor-
rectly re-identified after an occlusion. The head and the tail where correctly
identified in 98.58% of the cases.

Using the outputs of the algorithm generated from the videos dataset, the
biologists of the Max F. Perutz laboratory of Vienna are finally able to con-
tinue the study of the genetic of the Platynereis dumerilii worms. In fact the
last research work [5] was published in 1974. The research was stopped for so
many years because it was too hard for a human to extract relevant worms
features by hand watching many hours of videos. Now the biologists have
the possibility to figure out the impact of the different genetic alterations for
all the videos present in the dataset by analysing the values of the extracted
features from plots and tables.

6.1 Future work and biologists expectations

Now that a methodological approach for the features extraction and the
tracking of the worms has been defined, the next step would be to define a
method that aim to understand the behaviour of the worms analysing the
worms trajectories and all the features describes in the previous part of the
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document. Biologists are interested in understanding how the behaviour of
the worms changes with different genetic alterations of the worms DNA so the
main goal of the future work would be to define an algorithm that automat-
ically recognize these different type of worms behaviours. To automatically
identify these different worms behaviours a good start-point would be to find
recurring pattern among the trajectories of the worms and to use them to
understand the behaviours of the worms. Using this method it will be possi-
ble to divide the worms videos according to semantic information about the
behaviour of the worms, for instance a possible semantic partition of a video
could be:

1. Pre-spawning;

2. First meet;

3. Non-engaged pre-spawning;

4. Engaged pre-spawning;

5. Engaged spawning;

6. Post-spawn after-release;

With the proposed method the biologists have the possibility to auto-
matically analyse videos that have duration of days. A novel approach to
store the output of the elaboration, optimizing the space needed, should be
defined.
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