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Abstract

This report contains the scienti�c texts of the original proposal of the Austrian research program \Theory

and Applications of Digital Image Processing and Pattern Recognition". This program is supported by

the Austrian science foundation FWF. This research program shall bring together research groups from

Austria that have been, still are and intend to be active in the research of image processing and pattern

recognition. The program also includes both theory and application within the individual projects. The

program is organized into 5 di�erent projects, and each project contains up to 4 tasks. The cooperative

nature of the program is documented by the fact that 11 di�erent institutes will work together. Many

institutes take part in more than one project. It will stimulate the research activities for each of the

participating groups (and beyond) in a way which has a positive long term e�ect for activities in this �eld

in Austria.
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Introduction

The human visual system as a functional unit including the eyes, the nervous system, and the corre-

sponding parts of the brain, certainly ranks among the most important means of human information

processing. Typical vision tasks that humans perform nearly without any conscious e�ort are:

� recognition of 'interesting' detail in a complex scene (e.g. a good friend on a busy street);

� fast interpretation of local changes and appropriate reaction (e.g. driving a car);

� visual comparison (e.g. identi�cation of a known human face);

� storing and retrieving of pictures (e.g. the local environment where one lives, a mountain scenery,

etc.);

The e�ciency of the biological systems in such areas are beyond the capabilities of today's technical

systems even with the fastest available computer systems.

However there are areas of application where digital image analysis systems produce acceptable results.

Systems in these areas solve very specialized tasks, they operate in a very limited environment, and high

speed is often not necessary. Several factors determine the economical application of technical vision

systems: cost, speed, 
exibility, robustness, functionality, and integration with other system components.

Many of the recent developments in digital image processing and pattern recognition show already some

of the required achievements. Computer vision enhances the capabilities of computer systems

� in autonomously collecting large amounts of data,

� in extracting information,

� in perceiving its environment, and

� in automatic or semi-automatic operation in this environment.

The development of computer systems in general shows a steadily increasing need in computational

power which comes together with decreasing hardware costs. Under these premises it can be foreseen

that computer vision systems will �nd a broad �eld of application in the very near future.

The development of practical solutions involving digital images requires the cooperation of specialists

from many di�erent �elds. The wide range of �elds (scientists from 12 di�erent �elds are cooperating)

makes sure that the group of applying institutions ful�lls this important requirement. Furthermore the

often very specialized vocabulary in the di�erent disciplines makes it necessary to have experts in the

di�erent areas, which on the other hand are in a close contact and permanent exchange of ideas. For

this reason active cooperation between the di�erent groups has been declared an important goal of this

proposal. It will stimulate the research activities for each of the participating groups (and beyond) in a

way which has a positive long term e�ect for activities in this �eld in Austria.
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6 INTRODUCTION

General Problems and Methods

In this section we would like to explain some of the fundamental steps that could be performed to interpret

the contents of one or more given digital images.

Many principles from physics can be used for image formation. Natural light re
ected by the surface

of an object is still among the most frequent sources, however also active sensors like radar systems or

laser range �nders produce useful digital images. Although the development of new sensors is generally a

part of the �eld of communication techniques, the geometrical and the radiometrical formation principles

must be understood to interpret the image data correctly.

The processing of digital images by computer is a new challenge for computer science, because a huge

amount of data (a single color image needs close to a megabyte of storage, but even larger images are

possible, e.g. 1 Gigabyte for an orbit of the Magellan mission, see Task 1.4) has to be processed and

often in extremely short time. New parallel process and operation structures are necessary to achieve

acceptable response times.

The tasks of preprocessing steps include the removal of noise, the calibration of the images, and the

enhancement of image quality. The resulting images are input to procedures that transform their content

into a (compact) form suitable within the scope of the given application.

>From the many methods for analyzing and processing digital images we just list few typical examples

here:

� image �ltering, reconstruction and smoothing;

� feature extraction;

� image transformations like Fourier, Gabor or wavelet transforms;

� statistical pattern analysis;

� classi�cation and spatial clustering;

� stochastic methods;

� image compression for e�cient transmission, storage, and retrieval;

� massively parallel processing structures like arrays, pyramids, hypercubes;

� correlation for comparing images or image parts;

� methods that integrate information from multiple images over time (multitemporal images) and

over space (3-dimensional images, stereo pairs);

� image understanding methods for deriving image descriptions ranging from object-oriented repre-

sentations up to simple natural language formulations;

� adaptive methods for image analysis (ranging from adaptive �ltering up to automatic construction

of model databases).

Methodological Classi�cation

This research program covers a large variety of di�erent aspects of digital image processing. In

Table 0.1 very global aspects of the methodologies are di�erentiated in order to roughly classify the focus

of the four di�erent scienti�c projects of the program.

Processing stages can be divided into low level and high level. Low level methods at the one end

include all the preprocessing steps. At the other end are the image understanding methods that are
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Table 0.1: Methodological Classi�cation

Type of method Project

(explanation in text) I II III IV

Low level methods � � � �

High level methods � � � �

Numerical computation � � �

Symbolic computation � � �

2D result � � � �

3D result (spatial) � � � �

3D result (temporal) � � �

4D result (spatial & temporal) � � �

1 scene/few images � � � �

Large sets of images � � �

Time critical � � � �

Detail solutions � � � �

Integrated system � � � �

� denotes main interest,

� that the class is also included,

no entry means no clear assignment possible.

normally classi�ed as high level. The separation between the two classes is not very precise, but can be

drawn approximately by considering the output of a method: all methods producing image-like (array)

representations belong to the low level class, whereas all methods producing language-like descriptions

form the high level class. A related distinction concerns the type of the data: numerical and symbolic

computation and formats can be distinguished.

The result of the analysis can be either two-dimensional (`
at') or three-dimensional (spatial)

(e.g. from stereo, or shape-from-X methods), or three-dimensional (temporal) (e.g. motion of 2-D

objects), or four-dimensional (spatial & temporal) (e.g. motion of 3-D objects).

Furthermore, it is of importance, if a method deals with a single scene consisting of only a small

number of images, or if large sets of images have to be scanned for a speci�c image property.

Another important distinction is, if the method should be applied in a time critical environment

(e.g. real-time), or if enough time is available for processing of the images.

Finally there are approaches that solve one problem completely and in all the necessary detail (detail

solutions). Others attack the problems that are encountered when the many di�erent modules of a

system have to function all together for the goal de�ned by the application (integrated system).
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Development in Austria

Image processing and pattern recognition are relatively new scienti�c disciplines that have emerged from

several other disciplines. Single research projects in Austria date back to the early 1970.

Austrian Association for Pattern Recognition

In 1981 the Austrian Working Group for Pattern Recognition (

�

Osterreichische Arbeitsgruppe f�ur Muste-

rerkennung,

�

OAGM) was created as an informal platform of communication. Close cooperation exists

with the Austrian Computer Society (

�

Osterreichische Computer Gesellschaft, OCG) and with the Au-

strian Society for Cybernetics (

�

Osterreichische Studiengesellschaft f�ur Kybernetik,

�

OSGK). The objective

of this working group was the organization of regular workshops and the publication of proceedings of

these workshops. Most of them appeared at Oldenbourg in OCG-Schriftenreihe, Vols. 14, 15, 29, 36, 42,

49, 56, 61, and 62. In 1982 the

�

OAGM became a member of the International Association for Pattern

Recognition (IAPR), which actually includes member organizations from about 30 countries of the whole

world.

A major event for the

�

OAGM was the joint organization of the DAGM symposium 1984. The pro-

ceedings were published in the Informatik Fachberichte, Vol. 87, of Springer. In 1994 another such joint

meeting of

�

OAGM and DAGM will take place in Vienna. In 1996 the International Conference on Pattern

Recognition (ICPR) will be held in Vienna.

The informal working group became an independent non-pro�t association in 1987: Austrian Asso-

ciation for Pattern Recognition (

�

Osterreichische Arbeitsgemeinschaft f�ur Mustererkennung,

�

OAGM).

The aim of the new association is to promote pattern recognition in Austria and to represent the Austrian

interests within the international community. It continues the successful activities (workshops, procee-

dings) of the working group. The

�

OAGM has 92 individual members both from Universities and from

industry. The main research centers are located in the University cities: Wien, Graz, Linz, Innsbruck,

Klagenfurt, and Salzburg.

Previous Projects

The Austrian Science Foundation (FWF) funded 4 projects in an early phase of this research program

(Coordination, Mathematical Methods and Tools for Digital Image Processing, Image Understanding

and Standardized Image Processing, Stereovideometry and Spatial Object Recognition). Ten institutes

participated in these projects and these institutes form also the core of the present proposal. During these

projects the necessary infrastructure for e�cient communication between the participating institutes has

been established (e.g. ftp-server, e-mail). Among several institutes a common platform (KBVision) for

image analysis has been established. Mutual visits of the cooperating institutes have allowed an e�cient

use of available hard- and software.

Seven workshops where held during the last two years. Out of these workshops several new ideas for

collaboration arose. These ideas are documented by the individual project proposals of this reasearch

program. In summary, these previous projects have provided a rich environment for research in the area

of pattern recognition, which shall be continued and extended during the proposed research program.

The role of the proposed Research Program

The preparatory work of the

�

OAGM (workshops and publications) and the previous projects served as

a platform for presentation of individual research projects in the �eld. The

�

OAGM o�ers its services to

the participants of the program, in particular, it o�ers to jointly organize the annual workshops of the

program with the regular

�

OAGM-meetings as already done in 1992 and 1993.
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In order to combine the existing know-how, an organized cooperation of the individual groups seems

to be appropriate at the present time. Image processing is still a growing �eld, in which new concepts

are welcome, and where a big practical success can be achieved by intelligent approaches with relatively

modest funds. The growth in the interest in image processing can be seen in the increasing number of

participants at conferences (e.g. CVPR 1993 in New York, had 450 participants, whereas in previous

years it had about 300 participants).

Austria has the chance to take advantage of this favorable opportunity and to participate in (and

contribute to) the international development of this �eld during its expansion phase by intensifying and

coordinating the research e�orts. This e�ort would also o�er the possibility to produce and to export

the intelligent products that emerge of this initiative. Without such e�orts Austria risks depending more

than necessary from foreign companies and institutions in the future. In this case the missing know-how

would have to be imported with great �nancial e�ort. In this sense investments into research in this area

will certainly prove to be extremely bene�tial, even from an economical point of view.
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Relevance for research policy

Image Processing is one of the fastest growing �elds of microelectronics and computer science. The requi-

rements for multifunctional \image"-supported workstations and their �elds of application in economy

has been the topic of a dissertation

1

. A prognosis predicts for the American market an increase of

low-level image supported systems from 12% in 1986 to 45% in 1995. The volume of the image processing

market in Europe is expected to increase from 160 Million Dollars in 1989 to 500 Million Dollars in 1993

2

. In the same study it was stated that only 5% of possible market for image processing has already been

exploited.

This trend has already been noticed by several international institutions:

� In France a resarch program (called GDR-TDSI, Research Group Signal and Image Processing)

similar to this proposal has already been installed. There exist close contacts to several researchers

of the French group, so that a cooperation is possible.

� In Germany a project entitled \Semantische Modellierung und Extraktion r�aumlicher Objekte aus

Bildern und Karten" has recently been set up. In this program 10 projects will be funded. The

program coordinator has expressed strong interests in a possible cooperation with this program.

� Similar projects will be or are already installed in the U.S.. For example DARPA and NSF have

evaluated in various workshops the need for funding in image analysis.

3

This has also been expressed

in a panel held recently at CVPR'93 in New York.

The research concept for microelectronics and information processing (Forschungskonzept Mikroelek-

tronik und Informationsverarbeitung, ME + IV) of the Austrian Bundesministerium f�ur Wissenschaft und

Forschung, 1988, comes to a similar conclusion. In this study scienti�c proposals for research programs

in Austria have been commented for their political and economical relevance by experts from industry.

General conclusions of this committee are the need for close cooperation, a better coordination and com-

munication, and the concentration on several important research initiatives. Pattern Recognition and

Image Processing is among the proposed topics. E�orts are suggested in three areas:

1. conservation of the standard of research (basic and advanced);

2. short-term concrete joint projects (1-2 years); and

3. mid-term research areas, the \topics of tomorrow" (5 years).

Personal contacts with representatives from industry clearly indicate serious interest in the research

proposed in the present program.

The proposed research program ful�lls all the above requirements for the scienti�c side. There exists

already interest of and contacts with representatives from industry to build an accompanying industry

commission as a vital link that should make sure the transfer of technology developed within the

program. In particular the program shall contribute:

� to basic and advanced research by

� top level scienti�c contributions (to participate in the international scienti�c communication);

1

Peter Seidinger, Anforderungen an multifunktionale, \Bild"-unterst�utzte Arbeitsplatzsysteme und deren Einsatzbereiche

in der Wirtschaft. Technische Universit�at Wien, 1988.

2

K. Singer, Nachholbedarf bei der Bildverarbeitung, Bild & Ton, Bd. 45, p. 101, 1992

3

Challenges in Computer Vision Research and Future Directions of Research, Final Report of the NSF Workshop,

November 1991; Report on workshop on high performance computing and communications for grand challenge applications:

Computer Vision, speech and natural language processing, and arti�cial intelligence. Report of NSF Workshop, November

1992
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� to the dissemination of advanced know-how in image processing and pattern recognition and

� to the training of highly quali�ed graduates that constitute the main source of know-how that

should enable Austria's industry to produce high level (intelligent) products.

The realization of the know-how to be developed within this research program is not limited to

big reseach laboratories nor to big industry, also mid-range enterprises can successfully apply the new

technologies. With the decreasing costs of advanced hardware for acquisition and processing of image

data, the need for more than super�cial knowledge of existing image analysis software packages will

drastically increase. Therefore it can be expected that research projects in the area of image processing

and pattern recognition can have a positive e�ect on the development of the Austrian economy.
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Structure of the Program

Program goals

The two general goals of the proposed program are:

1. Advancement in Methology

2. Cooperation

The methodological classi�cation of the various projects can be seen in Table 0.1. The types of methods

to explore are documented in the individual project proposals. The general goal in this respect is that

after the �ve years period of this program a rich set of methods for image analysis will be available. For

each method it should be documented for what type of problem it is applicable and which group has the

relevant knowledge about it. The compilation of the individual methods will be done by the coordination

project. Having such a set of methods will favour applications in di�erent areas. As a side e�ect of

working in this program highly quali�ed personnel will be available to the industry.

The cooperative nature of the program is documented by the fact that 11 di�erent institutes will work

together. Many institutes take part in more than one project. From this cooperation several interesting

issues arise, for example: a comparison of the developed methods is possible; resources (hard/software,

data) can be shared among di�erent institutes; new areas of application can be exploited. In order to

achieve these goals, regular workshops will be held on speci�c topics, where problems can be discussed

in depth. There will also be an annual workshop where all participating groups meet. This coopera-

tion should guarantee that small groups can also perform competitive international research due to the

synergistic e�ect of cooperation.

Projects and participating groups

The proposed research program contains four scienti�c research projects (Table 0.2).

Table 0.2: Project list

Proj. Title Coordinator Inst.

O Coordination Prof. Dr. Walter G. Kropatsch 1

I Mathematical and Algorithmic Tools

for Digital Image Processing

Prof. Dr. Franz Pichler 5

II Robust and Adaptive Methods for

Image Understanding

Prof. Dr. Walter G. Kropatsch 2

III Information Fusion and Physical Mo-

dels for Image Understanding and

Navigation

Doz. Dr. Werner Schneider 3

IV Stereovideometry and Spatial Object

Recognition

Prof. Dr. Heribert Kahmen 4

Each of these projects deals with a speci�c area of research which is harmonized among the partners

within the project and among the projects of the program. The many interrelationships are pointed

out in Table 0.1 and, in more detail, in the sections `cooperation' in the respective projects. Almost all

the active research topics are represented in one of these �ve projects. The strong cooperative nature

of this program is highlighted by the di�erent institutions that collaborate within each of the projects

(Table 0.3). A complete list of participants can be found in section ??.
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Table 0.3: List of participating institutions

Research institution located at

Dept. f. Pattern Recognition and Image Processing TU Wien

Dept. of Mathematics Univ. Wien

Dept. of Systems Science Univ. Linz

Dept. of Statistics and Computer Science Univ. Wien

Inst. of Surveying and Remote Sensing Univ. of Natural Resources, Wien

Inst.f. Photogrammetry and Remote Sensing TU Wien

Inst. of National Surveying and Enginieering Geodesy TU Wien

Inst.f. Dig. Image Processing Joanneum Research, Graz

Inst.f. Compter Graphics TU Graz

Research Inst.f. Symbolic Computation RISC Linz

Inst.f. Softwaretechnology and Parallel Systems Univ. Wien

This research program shall bring together research groups from Austria that have been, still are

and intend to be active in the research of image processing and pattern recognition. The program also

includes both theory and application (see Table 0.4) within the individual projects. We have experienced

the di�culties of cooperation e.g. during the preparation of this program, but we also know (now) that

the synergistic e�ort enhances the potential of the whole group.

Table 0.4: Applications of the Research Program

� : : :will be realized,

� : : : is possible.

Application Project

I II III IV

Medicine � �

O�ce Automation � �

Industrial Automation � � � �

Industrial Manufacturing �

Quality Control � �

Surveying � �

Remote Sensing � � � �

Astronomy/Geophysics �

Navigation �

Expertise

The following list displays the interdisciplinary character of the research program. It includes all the

scienti�c disciplines from which expertise is represented in at least one of the participating groups:

� Computer Graphics

� Computer Science

� Image Processing

� Image Understanding
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� Medical Image Analysis

� Operations Research

� Mathematics

� Pattern Recognition

� Photogrammetry

� Remote Sensing

� Statistics

� Surveying

� System Sciences

Potential applications and relations to industry

Table 0.4 summarizes those applications that are directly related to the proposed projects. But there

are many other areas where digital images may facilitate a production process or even where they make

a production possible (e.g. in dangerous environments). It should be mentioned that the major goal of

the research program is the advancement in methodology, and that most applications in this program

should validate the proposed methods, they should point out the range and the limits of applicability

rather than a single solution to a speci�c problem.

The table distinguishes between applications that are planned to be realized in a prototype system

(�) and applications to which the results could be easily transferred (�).

It should be mentioned here that close contacts with industry already exist. They are documented

for each individual project in the sections `cooperation with industry'. Representatives from industry

were also present at the FWF-workshop on December 11, 1989 and have expressed their support for

the program. Progress meetings and the planned workshops of the research program shall encourage

the mutual information exchange with industry (like it is done during the \journ�ees de travail" at GDR

TDSI in France). Hence an accompanying industry commission should be formed. Such a commission

could provide information about the actual needs of industry and, on the other hand, it could match the

solutions o�ered by the research program with the problems at hand.



Chapter 0

Coordination

Project coordinator:

o. Univ. Prof. D.I. Dr. Walter G. Kropatsch,

Department of Pattern Recognition and Image Processing (PRIP),

Technical University, Vienna.

0.1 Problem Statement

12 research groups in the 3 major University cities of Austria propose to cooperate in this research

program. The general management of such a large and geographically disjoint group has to provide �rst

of all a smooth 
ow of information among the four projects of the program. But on the other hand it

must coordinate the contacts to the research foundation (FWF), to industry, to the media, and to the

international research community.

During this project a lot of algorithms will be developed and a lot of di�erent data (images) will be

used. It is therefore an important part of this project to provide the fundamental organizational and

technical prerequisites to allow for this multi-directional 
ow of information, including conventions for

the exchange of data and software. Consequently, a considerable part of this project will be devoted to

an informal standardization e�ort as a separate project focus.

Standardized Image Processing

Many solutions in Computer Vision make use of a limited set of similar functional components. A basic

system that e�ciently supports this common functionality would dramatically reduce the individual

development e�orts and allow to put more emphasis on innovative research.

There are several groups in Austria that have developed in the past nearly independent of each other

knowhow and software in the areas of image acquisition, image processing, and image interpretation. Two

reasons motivate the proposed standardization in the area of image processing: Image analysis receives

increasing interest from the commercial applications while more and more software is produced on special

systems and hardware (not only in Austria). Hence the need to search for possibilities that would allow

to build the new programs on existing modular systems and on well de�ned software interfaces, and to

exchange diverse software components among di�erent hardware environments. This could produce a

much greater e�ciency in research and development because time consuming redesign and rewriting of

software can be replaced by copying and adapting the transportable components. Since real images are

very noisy data in general with many sources for disturbances the selection of methods is often based on

15
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trial and error. Therefore the demand to build a large toolbox of programs from which the appropriate

method can be selected (ref. to task I.1).

Recently progress has been made to standardize low-level image processing and interchange (c.f.

ISO/IEC JTC1/SC24/WG1 DIS 12087-2) Image Processing and Interchange Part 1, 2 & 3). It is forsee-

able that in the next one or two years an international standard for image processing and interchange

will be established. For Austria it is very importnat to actively participate in this international standard.

0.2 Proposed Tasks of the Coordination Project

In particular, the coordination has to take over three major tasks:

� Standardized Image processing

� Coordination within research program

� Representing the program

0.2.1 Standardized Image Processing

The tasks in this part are tightly coupled to the part of the coordination within the research program

(0.2.2). The idea is to document the software developed in this research program in accordance with

the international standard. It is therefore necessary to continue the work on the standard to keep in

touch with new developments. As a major goal of the coordination project we will provide the necessary

infrastructure to exchange data and software between the researchers of this research program. For the

de�nition of the interfaces we will stick as closely as possible to the international standard. This gives us

the opportunity to extend the standard with new functions with a minimal e�ort. If software(hardware)

implementations of the standard become available, the new routines can be easily included.

The main activities and goals within this part are:

1. Continue the work on the international standard (ISO/IEC JTC1/SC24) in the

�

ONORM-working

group

2. Provide the partners of the reasearch program with the necessary information about developments

of the standard

3. Create and maintain an ftp-server for the exchange of software and data

4. De�ne (and use) a common image format and provide the necessary conversion routines in order to

build an image libary

5. Building-up and maintaining a catalog of:

� individual problems,

� methods for solutions,

� available equipment,

� other research groups etc.

6. A literature data base related to the topic of the program would be bene�cial to all the interested

groups in Austria.

All this information will be made available by the ftp-server to all partners of the research program.
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0.2.2 Coordination within Research Program

Task 1: Provide the means for e�cient e-mail communication

Task 2: Correspondence and circular letters.

Task 3: Organisation of visits at the participating laboratories.

Task 4: Organisation of meetings of the project groups.

Task 5: Organisation and preparation of progress meetings of all participants in the research program.

Task 6: Support for exchange of experiences between the three scienti�c projects in general.

0.2.3 Representing the Program

Task 7: General coordination with and reporting to the FWF.

Task 8: Contacts with industry.

Task 9: Public relations.

Task 10: Coordination with international projects and research programs.
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Chapter 1

Mathematical Methods and Tools

for Digital Image Processing and

Pattern Recognition

Project coordinator:

o.Prof. Dr. Ing. Franz Pichler,

Department of Systems Science,

University of Linz.

1.0 General Problem Statement

Mathematical methods have a long tradition in the �eld of Signal Processing, especially in Digital Image

Processing and Pattern Recognition. The advancement of computer technology in hard- and software

gives the possibility to extend standard methods and to develop new methods based on new mathematical

concepts. It also permits the use of open computing architectures where previously only especially built

hardware could do a task. The cooperating groups which perform Project I cover by their speci�c

expertise a rather broad area of mathematical methods and algorithmic skills. Each group has selected

a speci�c research area in which it has already achieved competitive expertise.

However, since all groups are concerned with applications in DIP it will be very natural that there is a

close cooperation among them to exchange knowledge and to stimulate individual research. Furthermore

they can give help to other groups of the overall research in DSP in speci�c problems dealing with

mathematical methods and their tool integration.

Since each individual group is also engaged in graduate teaching the research project will also stimulate

teaching and �nally contribute to the improvement of courses in Methods of Digital Image Processing

and pattern Recognition as they are o�ered to students in Applied Mathematics and Computer Science

at Austrian Universities.

19
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1.1 CAST.FOURIER and Applications

Task leader:

o.Prof. Dr. Ing. Franz Pichler,

Department of Systems Science,

University of Linz.

1.1.1 Problem Statement

Introduction

Computer Aided Systems Theory (CAST) is an e�ort of systems scientists to provide various engineering

disciplines with software implementations of concepts and methods based on systems theory. One goal

of CAST research is to make results of systems theory applicable to modern engineering. Systems theory

approaches and techniques are best being o�ered as convenient and versatile interactive method banks,

preferably implemented on the same high-performance graphics workstations which are used by the

engineer's CAD tools .

CAST systems have to support modelling activities (in terms of systems theory concepts), to o�er

a collection of methods, and to enable users to interactively and, to some extent, exploratively navigate

through the problem space, i.e., to apply and to concatenate methods until acceptable solutions are found.

In this setting, it is up to the user to decide which methods are applied and how they are combined to

�nally yield a solution for a given problem.

In the past a powerful prototype of a CAST system (CAST.FSM, CAST for the case of Finite State

Machines) has been developed. CAST.FSM is a method bank which allows to experiment with concepts

and methods from automata theory. Areas of application which can bene�t from this system are digital

circuit design, in particular design for testability, cryptology, and systems theory education.

It is subject of this project to extend the method bank of CAST.FOURIER and to evaluate poten-

tial applications of new algorithms. CAST.FOURIER will serve as a tool for investigating and using

(generalized) spectral techniques in the areas of multidimensional signal processing. Motivation, goals,

concepts, state of implementation, and the research problems of the project will be described below. We

also will point out the state of the art as known to us by our international contacts, promoted by special

workshops which we organized (EUROCAST 89 Las Palmas, EUROCAST91 Krems, EUROCAST 93

Las Palmas) and by exchange of research results between experts in the �eld.

Motivation

Two principal reasons motivate the development of a CAST tool for digital image processing (DIP).

1. In DIP, many applications require a highly interactive and experimental problem-solving strategy.

One basic problem in DIP is to improve pictorial information for human inspection and inter-

pretation. Human guidance is essential in selecting the appropriate enhancement and restoration

techniques to obtain images of satisfying quality. A second class of problems deal with prepro-

cessing data for autonomous intelligent machine perception (computer vision). The results of this

processing step are often crucial for the success of the entire vision task. Therefor, the designer of

a pre- processing algorithm has to carefully select, analyze and combine suitable methods. In this

process, he may have to go through a number of experiments and iterations until the right compu-

tational subtasks are founded. This interactive style of tackling problems also calls for powerful and

versatile software support. It all corresponds to the methodology used in CAST systems indicated

above.
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2. DIP has in its mathematical foundations a long tradition with systems theory. Examples are

design and analysis of digital �lters, spectral transforms, and related frequency-domain techniques.

There is also a number of tools which make these well-established areas available for practical

applications. Generalized spectral techniques, however, can be considered a new branch of systems

theory (or applied mathematics) which has not yet generally been introduced as a method to solve

DIP problems (although back in the 70s rather wellknown scientists like Andrews and Welch showed

strong interests). This is partially due to the lack of convincing demonstrations of the usefulness

of these approaches, but certainly also due to the lack of appropriate software tools to develop

appropriate algorithms and to apply these techniques in practice. CAST.FOURIER is designated

to �ll this gap.

It should be noted that our system is not only intended to enhance the toolbox of a scientist faced

with DIP problems, i.e., to "instrument" problem-solving, but also to serve as a research tool which

will help to gain insight into and experience about (generalized) spectral methods. As will be discussed

in more detail below, knowledge about these novel approaches is limited, and a researcher exploring

possible applications must have an appropriate tool at hand. Our research has the goal to show how

CAST.FOURIER is successfully applied to reach new algorithms in DIP.

State of the Art and available installation in CAST.FOURIER

Most of the spectral techniques developed in DIP are based on the "classical" discrete Fourier trans-

form (DFT). Frequency-domain methods are well-established in DIP due to their well-known theoretical

background, the obvious interpretation of the spectral domain in terms of spatial frequencies, and the

availability of the fast Fourier transform (FFT). Examples of applications are �lter design and �ltering,

image restoration, and image encoding (data compression) methods.

Another signi�cant transform is the Walsh-Hadamard transform (WHT) which is perhaps the most

well-known of the nonsinusoidal orthogonal transforms. Many theoretical results have been derived,

fast algorithms have been developed, and the concept of sequency has been suggested for interpreting

signals in the spectral domain. Since, in addition, the WHT can essentially be computed using additions

and subtractions only and, hence, is more desirable than the DFT from a computational point of view,

it has gained some prominence in various applications. Examples include image compression, image

enhancement as well as pattern recognition tasks. Various modi�cations of the WHT are known.

Besides these two notable classes of spectral techniques, a variety of more speci�c transforms and

related "spectral-domain" methods are implemented in CAST.FOURIER. They are listed in the sequel.

For theoretical details, we refer to the existing literature [AR75, Bea84, GW87, W.K78].

� Discrete cosine transform (DCT). The DCT closely approximates the KLT in a statistical sense

and, hence, is often used to replace the KLT.

� Discrete sine transform (DST)

� Haar transform (HT)

� Slant transform (ST).

� Discrete Hartley transform (DHT), which has been proposed as a substitute for the DFT for some

purposes [Bra84].

The implementation of these transforms in CAST.FOURIER is described in detail by the master

thesis of Kastner [Kas90].

Furthermore it should be mentioned, that the DFT has been generalized in di�erent respects. This

e�ort has yielded, for instance, number-theoretic transforms and polynomial transforms [Nus82]. The
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generalized discrete Fourier transform GDFT as already implemented in CAST.FOURIER [Hel89, Kun77,

PS90] is introduced in the following in more detail.

The basic notion for the GDFT is to consider complex-valued (or real-valued) signals x de�ned on a

�nite Abelian group G, that is,

x : G! C(orR):

It is well-known from algebra that any �nite Abelian group can isomorphically be represented by a

direct product of cyclic groups Z

N

k

of prime order power N

k

= p

k

a

k

. Hence, the discussion can be

restricted to the following case:

G = Z

N

1

� Z

N

2
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Then, the GDFT, in onedimensional representation, is a linear, orthogonal transform de�ned by the

matrix operation

y = V
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x:

where x and y denote the signal and spectral vectors of length N, respectively, and the N � N-GDFT

matrix V
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is obtained as the Kronecker product of the individual Fourier matrices U
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It is easily seen that the GDFT denotes a family of orthogonal transforms where an individual trans-

form is determined by selecting a speci�c group G. There are two notable special cases. If the group G is

chosen to be the cyclic group of order N, G = Z

N

, the transform obtained coincides with the standard

(cyclic) DFT. On the other hand, if N = 2

n

then the underlying group is the so-called dyadic group of

order n, i.e., it is the direct product of n cyclic groups of order two, G = Z

2

� Z

2

� :::� Z

2

(n times),

and we end up with the Walsh- Hadamard transform. It has been shown that, if N = 2

n

, the GDFT

comprises N/2 di�erent transforms [Hel89] where the limiting cases are the DFT and WHT, respectively,

and the other transforms enable a systematic transition from the DFT to the WHT. This situation is

depicted in Fig. 1.1.

Figure 1.1: GDFT - a family of "general" orthogonal transforms

Generalizations of the DFT have also been proposed by [AR75] and by [BCF76]. The approaches

chosen by these researchers are quite di�erent from the one outlined above. However, they also reach a

family or class of linear transforms where the DFT or both the DFT and the WHT occur as special cases.

A rigorous algebraic approach, even more general than the one adopted by the GDFT above, was �rst

taken by [Nic71]. Generalizations of the standard DFT both with respect to the underlying group and

with respect to the number system which is used for the signal values were developed. The underlying

group G is there assumed to be an arbitrary �nite Abelian group. The number system is no more

restricted to the complex numbers C but is assumed to be a commutative integral domain.
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This direction of generalization was further explored by other researchers, notably by [Bet84], who

proposed the most general Fourier transforms in that, where, for example, also non-Abelian �nite groups

G are considered.

In summary, there is a remarkable variety of (generalized) spectral techniques and, correspondingly,

an extensive body of theoretical knowledge. However, it is our belief that know-how about the practical

signi�cance, bene�ts and drawbacks, and potential applications of these transforms is not equally well

developed or, at least, not wide-spread.

As an example, consider the GDFT on �nite Abelian groups in the sense outlined above. Many

of the desirable properties of the DFT also hold for the other transforms of the class, e.g., linearity,

(generalized) convolution property, straightforward inverse transform, fast algorithm. In addition, a

"general" transform can o�er advantages over the DFT in that, for example, it may be computationally

less expensive and, simultaneously, better approximate the optimum transform (KLT) [Kun77]. It was

proposed, therefore, that a "general" transform can advantageously replace the DFT or WHT in the

domains of image compression and generalized �ltering [Pic80, Pic81].

However, this approach has, up to now, never been shown to operate in practice, nor have de�nite

guidelines been worked out which help to select the transform best suited for a given problem.

It is therefor the principal purpose of CAST.FOURIER to improve this situation, that is, to provide

users as well as researchers with a tool which enables them to apply and investigate (generalized)spectral

methods. In the above setting of the GDFT, the CAST system should, for instance, aid in de�ning criteria

and in �nding a systematic way to determine the "best" transform for a speci�c application problem.

State of Development of CAST.FOURIER

The implementation of CAST.FOURIER has already reached a certain stage of development. The system

in its current version heavily relies on the Vision Kernel System (VKS), a research tool which has been

developed at our department to support interactive machine vision programming [Bur88, Bur89]. VKS

features basic functions for archiving and displaying images on a general-purpose color graphics worksta-

tion, for manipulating images and for performing primitive image operations. VKS is being implemented

on UNIX workstations. It provides a versatile programming interface based upon Common Lisp (CL)

and the object-oriented programming system CLOS (Common Lisp Object System). Computationally

intensive routines are coded in C and integrated into the CL environment. The underlying concepts and

details of VKS are reported elsewhere [Bur88, Bur89].

CAST.FOURIER can be considered as modular extension of VKS; it is based on the same concepts

and makes use primarily of the VKS display and archive facilities. It comprises all the methods which

are usually associated with (generalized) spectral- domain approaches and which not necessarily have to

be seen by the VKS users or developers. Examples are the GDFT (GFFT), various scale and display

functions for (generalized) spectral images, miscellaneous other transforms, and the methods that are

currently being developed to test the GDFT in an actual DIP task. The overall structure of the software

is conceptually depicted in Fig. 1.2.

CAST systems are preferably implemented using the object-oriented programming paradigm. Systems

types and systems, which in our case are several sorts of images, for instance, map naturally to classes

and instances, respectively. System transformations, e.g., spectral transforms, are described by generic

functions and accompanying methods.

The CL-based OOPS represents a (nearly-)persistent interactive programming environment that meets

most of the requirements of an "interactive systems theory method bank" as proposed by [PS90]. Objects

(e.g., images, �lters, windows) are permanently available and constitute the data base of the CAST

system. A number of methods (e.g., spectral transforms) is at the user's disposal and can be applied

and combined arbitrarily (as long as this makes sense from a mathematical or application point of view).

In this way, the user can perform experiments and exploratively compose a solution for his problem. If
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Figure 1.2: VKS/CAST.FOURIER Structure
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Figure 1.3: Typical VKS/CAST.FOURIER Screen

required, object de�nitions and objects as well as functions (methods) can be added at any time and

made part of the system for future use. In summary, the programming environment alone favorably

matches to the experimental problem-solving strategy proposed by the Systems Theory instrumented

problem solving methodology.

Fig. 1.3 shows some of the currently existing facilities of the CAST.FOURIER system. Some images

and the results of di�erent "general" transforms of these images are displayed in several modes and

windows. The text window represents the CL listener which, at present, is the primary interface to the

user or programmer.

It must be noted that, at the current state of development, CAST.FOURIER must be considered

rather a collection of algorithms (a program package) than a mature and coherent "method bank". The

textual man/machine interface is still somehow inconvenient and must be replaced in the future by a

state-of-the-art graphical user interface as represented by the browsers in CAST.FSM, for instance. The

system does not keep track of the system transformations and does not record the state of the problem-

solving process as do the so-called realization trees in CAST.FSM. Hence, it is the user's responsibility

to bind and remember intermediate results so that they can be referenced in further processing, e.g., by

typing

(setq spectral-image (fft image)).

However, all the facilities to provide these convenient features are available in the CL and OOPS

environment. It is our plan of research to realize these important components of a CAST system in our

tool since its acceptance and success may crucially depend on these features. In addition, the potential of

Lisp o�ers the opportunity to build a sort of "intelligent assistant" on top of the CAST system to make

the knowledge gathered about (generalized) spectral techniques available for the average user.

In the meantime (1991) VKS development has been stopped in favor of the DIP environment KBVision

and CAST.FOURIER has to be integrated with this DIP tool.
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1.1.2 Research Goals and Methods

CAST.FOURIER extension and explorative use

Although many of the goals of our proposed research project have become already obvious from the

previous discussion, they are brie
y summarized here. They can be roughly divided into short-term goals

and long-term goals.

The primary short-term goal is to thoroughly investigate the GDFT described above. First, a deeper

understanding of the "general" transforms must be gained and reasonable interpretations be found.

(The concept of "generalized frequency" that has been proposed [AR75] is very abstract and di�cult to

comprehend.) Secondly, experiments should be performed to explore potential applications of the GDFT

in DIP. Comparison with established methods will reveal whether the above hypothesis holds that one

or more "general" transforms can outperform the standard DFT (or WHT). If so, the �nal attempt will

be to establish guidelines which direct the user in selecting a transform well suited for a given problem

(application).

The long-term goal of the project is to make CAST.FOURIER a versatile software environment which

enables the user/researcher to conveniently apply/investigate the most important (generalized) spectral

techniques in DIP problems. The user should be in a position to learn about available techniques, to

perform experiments, to explore new application areas, to develop new methods based upon available

spectral transforms, and to solve certain DIP problems.

To this end, other generalizations of the DFT will have to be implemented and investigations similar

to the ones described for the GDFT will have to be performed. For test, comparison and evaluation

purposes, standard frequency-domain as well as corresponding spatial-domain methods will have to be

implemented as well. Furthermore, in order to increase the performance, a software component which

provides the user with some kind of assistance and guidance will have to be added. Clearly, it is desirable

that a CAST system can o�er advice and is able to support the user in selecting suitable methods. This

demand is especially stringent in a domain like the role of generalized spectral techniques in DIP where

the user is not expected to be an expert.

The 2D Generalized Fast Fourier Transform (GFFT), a fast algorithm for the 2D GDFT, and corre-

sponding methods for scaling and displaying (generalized) spectral images have already been implemented

by us. As principal further investigations for CAST. FOURIER, three directions should be followed:

1. The GDFT investigated in a 1D context. This work is to provide insight into and yield a compre-

hensible interpretation of "generalized spectra".

2. Case studies should be performed which test the usefulness of the GDFT in speci�c DIP problems.

Image compression seems here to be the most promising application area. Results obtained by means

of the GDFT - more precisely, selected "general" transforms - are compared with and evaluated

against established spectral techniques and/or corresponding spatial-domain methods. Since it is

computationally infeasible to explore the entire class of transforms which the GDFT represents,

the experiments are being performed with speci�c "general" transforms. Selecting representative

transforms poses a major problem because, as stated above, our knowledge about the properties of

"general" transforms is limited. Again, studying the principles of the GDFT is required.

3. In order to extend the experiments we will use also other spectral transforms which are implemented

in CAST.FOURIER. These include the generalized transform as de�ned by [AR75], the DCT, DST,

HT, DHT, as well as the Karhunen- Loeve Transform.

In the course of these developments and experiments, the system is permanently improved. So, �rst

applications and enhancements of the tool go closely together.
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Development of new algorithms with CAST.FOURIER

By the availability of an operational prototype of CAST.FOURIER the following development of speci�c

algorithms should be considered as part of our research.

Wiener optimal �lters for images over groups To investigate the selection of the proper group

structure in the spatial domain to obtain the "best" WIENER �ltering for noise reduction or prediction

in the case of a given digital image disturbed by additive noise.

The theory of optimal Wiener �ltering in the general sense has been developed by Karpovsky and

Trachtenberg [Kar77].

Earlier fundamental contributions for the case of the Walsh-Hadamard transform have been made by

Pichler [Pic70] and Pearl [Pea75]. Computational aspects can be found in [Pra72]. The e�cient proper

selection of a generalized Wiener �lter which is "best" in the sense, that it ful�lls a certain performance

criteria [Tra85, KE86] is a desirable goal. CAST.FOURIER which allows the user to perform e�cient

experiments with images and image-transformations can be an important tool for reaching this goal.

Important applications in the area of digital image processing (e.g. [Tra86]) seem to be feasible.

Development of special 2-D �ltering methods for images

(a) "ROTH Multiplicity Filtering" To investigate the approximation properties of di�erent kind of

ROTH multiplicity �lters in digital image processing with the emphasis on approximation of poly-

nomial images.

The concept of multiplicity (in german "Vielfalt") plays a very important role in generalized Fourier

analysis. As Weisz [Wei67] pointed out �rst, the generalized Fourier expansion of a polynomial of

degree n has the property that all Fourier coe�cients a(k) which have a "Rademacher-multiplicity"

k>n are zero ( k is de�ned to be equal to the number of Rademacher-functions which are necessary

to generate the character function ch(k) associated with a(k)). Roth [Rot73] investigated in his

research linear dyadic �lters with respect to the multiplicity concept. In the master thesis, perfor-

med at our institute [Goe90] the properties of 2-D multiplicity �lters which approximate piecewise

polynomial images have been investigated using CAST.FOURIER. Furthermore an extension of the

multiplicity theorem of Liedl [Lie64] for the dyadic case has been derived. It should be mentio-

ned here, that the hypothesis for the existence of such a theorem, was achieved by results derived

by CAST.FOURIER experiments. Our research should continue with explorations of similar kind

with the goal to get a full understanding of ROTH multiplicity �ltering in the general sense of the

Fourier-analysis on �nite groups. It is hoped that results will help to �nd e�cient methods for

image-coding and image restauration for polynomial-like images.

(b) "GIBBS Derivatives in Digital Image Processing" To investigate the e�ects of Gibbs-di�erentiation

on digital images and to explore its relation to other image-trans-formations.

The generalized derivative of Gibbs [BW72] has recently found new attention in applied mathema-

tics [BE89]. With help of CAST.FOURIER it was possible to explore some of the properties of Gibbs

derivation for digital images [Pic89a, Goe90]. Further experimental research with CAST.FOURIER

should explore the relation of Gibbs derivation and Roth multiplicity. Furthermore it would be de-

sirable to investigate the general role of Gibbs di�erential operators and Gibbs di�erential equation

systems in digital image processing.

Prigogine transformation of baker-sequences of images The baker-transformation is a mixing

measure-preserving bijective transformation for 2-D images de�ned on pixel-level. In our recent research

[Pic92] we showed, that Walsh-Fourier analysis is the proper approach to study computational features

of the baker transformations. We have implemented it as a modul of our digital image processing tool
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CAST.FOURIER and of the tool KBVision [PS93]. This implementation allows us to visualize results

and to apply - in the case of KBVision - common digital image processing and vision methods and also

more speci�c methods, as they are available in CAST.FOURIER.

Prigogine et al. point out in their work that a baker-dynamics is a speci�c example of a determi-

nistic conservative dynamical system, which allows the construction of a family of associated stochastic

dissipative dynamical systems (very speci�c Kolmogoro� systems).

Furthermore, Prigogine et al. give the concept of the �-transform, which realizes this construction by

state-assignment. In the report [Pic92] it is been shown, that Prigogines �-transform can be considered

equivalent to the concept of a dyadic convolution operator, as it is known in Walsh-Fourier analysis. In

earlier papers such operators have been interpreted as linear I/O systems which are invariant with respect

to dyadic shifts. Our interpretation allows to characterize the requirements on � in terms of the transfer

function of a dyadic- invariant system.

The irreversibility of the dynamical system assigned by � is based on the facts that for every state

(as described by a distribution function on the unit-square) the states of the associated state-trajectory

have an exponential increasing demand on bandwith (as de�ned for signals by Walsh-Fourieranalysis)

and inversion needs an exponential grow of the transfer-function. We already have implemented the

�-transform and the associated baker- Prigogine dynamics and we have integrated them as moduls into

CAST.FOURIER and KBVision. Further research should focus on possible generalizations of the baker-

transformation and the related dynamical systems. Special attention will be given to appropriate visua-

lisation methods. On basis of this results of mathematical systems theory and by our CAST.FOURIER

implementations of this results we want to investigate di�erent possible applications in DIP, such as

applications in image scrambling and image coding. However, also applications which are in line with

Prigogines motivations to study phenomena of living systems behavior by basing such studies on determi-

nistic machines on a molecular level seem to be promising. Certainly the Baker-Prigogine dynamics will

serve here only as (mathematical working) example and other similar constructions of dynamical systems

will have to be investigated. Di�erent applications of such rather new methods in DIP in biological and

medical �elds could be investigated. CAST.FOURIER, if properly extended to such speci�c spectral

representations will certainly serve as an important tool for such research.

A co-operation in research with an austrian medical center is planned.

Variable receptive �eld transform: applications in image-scrambling By the work of R.

Moreno-Diaz and his group (based on earlier work on neural nets, PhD thesis at MIT with Prof. W.

McCulloch) there exists a class of digital image transformations (linear and non-linear) which have been

so far mainly be investigated for applications in robotics and in quality control of industrial processes

[CMBB90, RMD90]. The more recently developed nonlinear receptive �eld transform (RFT) - as reported

in the PhD thesis of O. Bolivar-Toledo - requires the use of a large number of parameters, which can be

used

(a) to tune on image to a semi-intelligent image (as e.g. wanted in TV scrambling) and

(b) to serve as a cryptographic key.

Since the mathematics of these transform is based on nonorthogonality this applied research would allow

- together with other considerations and planned cooperations within the overall DIP research project -

to compare the methods derived by CAST.FOURIER with the RFT methods. By the existing contacts

with the group in Las Palmas it would be naturally to base the research on a cooperation with this group.
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1.2 Statistical Methods for Pattern Recognition

Task leader:

Univ. Prof. Mag. Dr. Georg P
ug,

Department of Statistics, Operations Research and Computer Science,

University of Vienna.

1.2.1 Problem Statement

Pattern recognition deals with extracting information from images. Often this information is corrupted

by random noise. Therefore pattern recognition may be viewed as a statistical estimation problem, where

the signal has to be estimated and separated from noise. Since an image is mathematically idealized by a

function from [0; 1]� [0; 1] to a continuous scale (e.g. continuous gray scale), this estimation problem is of

in�nite dimension (with respect to the number of parameters) and even if the discretization in resolution

is considered, its dimension is beyond feasibility. Therefore the application of statistical methods is

classically done in two steps.

In the �rst step a low dimensional vector of features is selected from the image and in the second

step this vector is handled by methods of multivariate statistics, such as discriminant analysis, principal

component analysis, cluster analysis, nonparametric density estimation et cetera.

The recent progress in theoretical statistics and in the theory of stochastic processes makes it however

possible to handle in�nite dimensional models and it is one aim of the research project to incorporate

results from the modern theory of stochastic processes (which deals with either in�nite dimensional or at

least very high dimensional objects) into applicable methods for pattern recognition.

Statistical pattern recognition is based on statistical models of observed images. The part of theory

handling with statistical modelling of image processes is called pattern synthesis ([Gre76b]). Statistical

models are needed for:

(I) Classi�cation of patterns by reversing their generation process.

(II) The noise process which corrupts the image.

(III) Design of optimal sampling sets.

(IV) Standard methods for classi�cation and cluster analysis

Models for (I) are based on a stochastic theory of shapes (`deformable templates'). A random shape

is an equivalence class of random sets in IR

2

, the equivalence is with respect to shape invariant transfor-

mations (translation, rotation, scalar multiplication).

Shape models may be found in the books by Grenander ([Gre76b, Gre77, GK91]), Harding and Kendall

([HK74]), Matheron ([Mat75]), Serra ([Ser82]). Some of the possible approaches to pattern recognition

via shapes are listed below.

1. The theory of random sets. It deals with random distributions on the appropriately metricized

space of compact sets in IR

2

([SW81]). Applying special adapted random processes to those sets

(i.e. to the shape) the shape generating mechanisms can be modelled ([GK86, Ken77, Kno88, Osb86,

Eve85, HP80]). This generating mechanism helps to develop algorithms for pattern recognition by

reversing the generating process, i.e., we are looking for optimal parameters of the underlying

stochastic process which are then tested against the expected ones, given by the generating process.

2. Mathematical morphology. A theory of operators on sets, (such as dilation, translation, modulation,

erosion, openings, closings etc.) applied to random sets ([Mat75, Ser82]).
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3. The theory of connector graphs ([AGP91, CGK91, GM92, GK91]). Connector graphs are graphs

whose vertices correspond to points in IR

2

and whose edges model relations between these vertices.

A random structure is a probability distribution on a transformation group, which acts on this

graph.

4. Time-series, change-in-angle characterization of shapes. Instead of modelling the set as an object

in IR

2

, this method only considers the change-in-angle function of the closed contour of a set as a

periodic function, which may be analyzed by time-series methods ([ZR72, PF77, KS89, KC81]).

Among these time-series methods are methods based on series expansions which are both, very

easy to interpret and highly adaptable to the problem. Little attention was so far paid to wavelet

expansions of the contour function. Donoho ([Don92b]) has shown that wavelets have the speci�c

feature to adapt to local scales, in the sense that the degree of smoothing by a wavelet approximation

depends on the local behaviour of the data. This property will be investigated for the purpose of

pattern recognition.

5. Random transformations of the plane. There is increasing interest in this transformations, which

transform an ideal template into real observable images. This approach was considered by Gabe

([Gab88]), Amit ([AGP91]), and Piccioni ([BP92]) and will be developed in the project. These

stochastic deformations of the plane can be used to deal with biologically variable shapes, such as

the shapes of leaves or handwritten signatures ([GK86, PCUG93, FPC

+

93, Ken77, AGP91]).

Another application of these transformations is pattern matching, e.g., when two di�erent images

with di�erent distortions of the same object have to be matched.

Models for (II) are random processes with index set IR

2

, which are homogeneous in space, i.e., either

two dimensional stationary or Markovian with respect to a clique structure in the plane (Gibbs processes)

([GG83, GG84, Der79, WD86, KS80, WDM87, ZVC89]).

Statistical models for (III) have to be investigated; with imaging of natural scenes you never know

where to put your sampling points. Recent work is done by Hans G. Feichtinger and his research team in

the theory of non-uniform sampling but no theoretical models on the choice of the sampling points have

been introduced so far. Optimal sampling is of value for image analysis and image synthesis with respect

to optimal reconstruction and data compression.

The methods in (IV) which are used for pattern classi�cation (Bayes discriminant analysis, et cetera)

and clustering are well known [Fuk90]. These problems are all used by the image processing and pattern

recognition community. We introduce new methods using wavelet analysis (cf. cites below) and methods

of operations research. Although there is a lot of commercial and non-commercial software available

dealing with di�erent algorithms, there is so far no method database where one can get help on statistical

problems arising in this research area.

1.2.2 Research Goals and Methods

The goal of this research topic is the theoretical and experimental comparison of di�erent (new) methods

in the theory of stochastic processes and statistics. The recent progress in hard- and software has enabled

us to implement very complex algorithms which are used to test the theoretical results in experiment

and in concrete applications, such as o�ine signature veri�cation (sponsored research by the Austrian

Nationalbank, [PCUG93]). Furthermore computational experiments help us to �nd new results, even

before any stable theory exists.

Therefore it is planned to setup a statistical laboratory for image processing and pattern recognition

(StatLab) consisting of an UNIX workstation and a PC, in order to have the two main platforms for

software development available (in order to use international standard freeware for academic research)

and to be able to use the existing soft- and hardware and to easily share it with the other research

groups of the program (program packages for statistics and mathematics, available at the Department
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of Statistics, and via InterNet at the other sites of the research program, furthermore the existing input

and output devices).

In this StatLab a library of statistical methods in digital image processing and pattern recognition

should be collected and developed, with the main emphasis to our area of interest (cf. research topics

below). This Statistical Image Processing Library(STIPL) will be extended to a method database, which

can be shared with the other groups of the research program via the Austrian Academic Net at any

time (using the workstation as server). Thus a knowledge database of statistical methods for pattern

recognition and image processing with concentration to our main research topics (see below) should be

available to all researchers in Austria by the end of the research program.

The application of statistics to the recognition and classi�cation of biologically variable forms, such as

classi�cation of trees by the shape of their leaves, or, recognition of persons by the shape of their hands

or by their �ngerprints, will be one of the main research areas of our team ([GK86, Amm91, Amm89a,

Bro85, Ede68, Spr73, Boo78, PCUG93, FPC

+

93]). The proposed algorithms decrease the possibility of

missclassi�cations introduced by using standard methods only.

The main research topics are

T1 Application of the theory of deformable templates

T2 Contour line recognition by means of orthogonal and non-orthogonal series expansions (wavelet

approximations)

T3 Parameter free classi�cation and discrimination using wavelets

T4 Experimental design methods for optimal sampling

T5 STIPL { a statistical image processing library and knowledge base

These topics will be dealt with by developing the proper theory, implementing and testing of the

algorithms in experimental setting (StatLab) and, at last, by �eld experiments, i.e., by application of

the developed theory to useful problems in industry, such as signature veri�cation and recognition and

classi�cation of templates by their shape (with applications to machine vision).

Application of the theory of deformable templates

A deformable template is a set S in IR

2

together with a stochastic process mapping T : IR

2

! IR

2

([AGP91, GM92, GK91, BP92]). The `deformed' set S

T

= fT (x)jx 2 Sg is a random set. Suppose we

start with k sets, say S

1

; S

2

; : : : S

k

and observe a set

e

S.

e

S may be the deformation of any of the sets S

1

to S

k

, but which `original' set is the most likely ?

This question leads to the so-called maximum-likelihood estimate under partial information (MLPI).

Since we are not able to observe T (we do not know which point was deformed to which in the underlying

set) but only the set

e

S as a whole. Theoretical questions like consistency and asymptotic behaviour, and

practical questions like e�cient matching algorithms will be investigated.

Contour line recognition by means of orthogonal and non-orthogonal series expansions

(wavelet approximations)

The contour of a Jordan (closed contour) set can be transformed to a periodic function by using the

change-in-angle function, normalized to contour length 1. This periodic function has been analyzed by

time series methods in the past ([ZR72, PF77, KE89, KC81]). We intend to use wavelet approximations

for this purpose as it is known that they give a good compromise between over- and undersmoothing

([Don92b, DJ92, Don93, Don92c]).
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Parameter free classi�cation and discrimination using wavelets

Wavelet approximations may not only be used for noise reduction (contour smoothing) but also for

information extraction. We will experiment with di�erent wavelet bases to �nd interpretable coe�cients

and classi�cation methods based on these (cf. [PC93]).

Experimental design methods for optimal sampling

The optimal placing of sampling points for best approximation of a function is an important question

in signal processing. Statistical methods of experimental design ([Fed77]) will be discussed with the

colleagues from the mathematical department (Hans Georg Feichtinger et al.) who study this question

in connection with non-orthogonal series expansions.

STIPL { A statistical image processing library and knowledge base

This database will collect all algorithms with extensive documentation developed during the research

program (T1{T4). Furthermore standard methods concerning statistics and image processing (noise

reduction, �ltering, classi�cation, clustering, set theory, et cetera) will be looked for (in cooperation with

the other research teams), adapted to the problems and infrastructure, modularized and stored.
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1.3 Numerical Harmonic Analysis & Image Processing

Task leader:

a.o.Prof. Dr. H.G. Feichtinger,

Department of Mathematics,

University of Vienna.

1.3.1 Problem Statement

Irregular Sampling Problem

The irregular sampling problem is concerned with the partial or complete reconstruction of a smooth

signal from non-uniformly spread sampling values. A typical example is the restauration of an image

with missing or wrong pixel values spread out throughout the image, or complete reconstruction of an

audio signal from an oversampled signal with missing values.

The group has developed a variety of new algorithms for the complete reconstruction of band-limited

functions, given the exact values and locations of the measurements. A signal is called band-limited

if its Fourier Transform (in the natural setting) has a certain support,i.e. certain high "frequencies"

are known to be excluded in the signal. The reconstruction of such a function from the values over a

sampling grid is a simple task, and the corresponding formula is well known as Shannon's Theorem, and

has important applications in signal analysis (only to mention CD players).

For "small" problems the reconstruction can be seen as a problem in linear algebra. However for typi-

cal applications in image analysis, with maybe 30.000 unknown spectral coe�cients and 40.000 sampling

points it is not anymore possible to solve the system of linear equations directly. Not even a supercom-

puter will be able to store the corresponding auxiliary matrices to obtain the solution through standard

iterative methods within reasonable time. Therefore the full mathematical structure of the problem has

to be exploited, and only a combination of recent mathematical methods together with experience from

numerical experiments can give "superfast" algorithms.

Non-orthogonal Expansions

The main problem in non-orthogonal expansion is to expand a given signal into a series f =

P

1

n=1

c

n

f

n

involving a given collection of possible building blocks (f

n

)

1

n=1

. This collection has to be "rich" enough in

order to allow to write arbitrary elements in a given signal space by the choice of an appropriate sequence

of coe�cients (c

n

)

1

n=1

. In the classical case of non-harmonic Fourier series the building blocks are sine-

and cosine function over some interval, but with given frequencies, which do not have to �t to the interval

length (cf. [You80]).

Also di�erent collections will be useful for di�erent applications. It has turned out in the last few years

that fast algorithms can be expected if such collections are built in a "coherent" way, i.e. if the building

blocks are derived from a "mother wavelet" by simple transformations, such as shifts, or frequency shifts

(also called modulations), or dilation operators. More recently further transformations have been found

interesting by various authors (cf. Baraniuk/Jones). In general one can say that one would like to use

smooth building blocks, because then partial sums are nice, smooth functions (in contrast to partial

sums of the Haar expansions, which consists of step functions only), as well as a guarantee that a smooth

function f requires only a small number of big coe�cients (in order to have high data compression rate).

The task of �nding the (unique) appropriate coe�cients for a given sequence of atoms (f

n

)

1

n=1

is

obvious if the building blocks form a complete orthonormal system with respect to the standard inner

product structure of signals of �nite energy, because then it is enough to calculate the inner products.

Unfortunately classical orthonormal expansions f =

P

1

n=1

hf; f

n

if

n

, e.g. using Hermite functions, are
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not local and minor local changes of a function may result in signi�cant change of all the coe�cients.

This is one of the reasons why non-orthogonal expansions which on the other hand are local and use

well localized building blocks have been considered very extensively in the last few years. Among them

approximation of images by sums of radial basis functions, (cf. Powell and Buhmann) Gabor expansions

(cf. a list of 150 papers on that direction) or non-orthogonal (a�ne) wavelets.

In the case of non-orthogonality one faces the problem of �nding the appropriate coe�cient sequence

(c

n

)

1

n=1

. They should depend linearly on the signal or satisfy other requirements, which may make them

useful for adaptive data compression. If furthermore the system of building blocks is highly redundant

the representation coe�cients are not uniquely determined.

Depending on the situation various criteria for obtaining "good" sequences of coe�cients are in use,

e.g. minimal norm, or maximal concentration. Although the theory of frames has found a lot of

attention (cf. [HW89, Hei90]) it does not appear as the most e�cient approach for the determination of

the coe�cients in terms of speed of approximation and actual calculations of the coe�cients.

Among the systems of most interest in the last few years are Gabor expansions, where the family

of building blocks is obtained from one single function, typically a symmetric bump function, through

time-frequency shifts. Another promising �eld in which we have carried out extensive theoretical work

are wavelet expansions, where the family of atoms is obtained from a single "mother wavelet" through

dilations and translations.

We have collected a list of approximately 160 papers on Gabor expansions and their applications in

the last few years, many of them still unpublished. So despite the vast literature in the �eld there are

still many important open problems.

1.3.2 Research Goals and Methods

We can describe the Research Goals and Methods in general terms as the search for e�cient algorithms

for the purpose of image processing, image transmission and storage, and pattern recognition. These

algorithms will be based on ideas using wavelet theory, non-orthogonal expansions and new methods for

irregular sampling. Depending on the demand and scienti�c importance of the corresponding problems

we are going to deal with a variety of applied problems, which require additional mathematical modelling,

systematic theoretical investigations and e�cient implementations of the algorithms under consideration.

The number of potential applications is very large, and therefore - depending on the development in the

�eld, suitable topics will have to be chosen for the short-term planning of research.

The main research topics are

1. Irregular Sampling

� Band-Limited 1-Dimensional Signals

� Band-Limited and Non-band-limited (smooth) and noisy Images

� Short-Time Fourier Transforms

� Wavelet Transforms

2. Nonorthogonal Expansions

� Shifted Bump Functions

� Gabor Expansions

� Wavelet Expansions

3. Applications of irregular sampling and non-orthogonal expansions
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� image coding (transform coding)

� data compression (e.g. large wavelet coe�cients)

� pattern recognition

� subimage-matching

� PET-scanner image reconstruction

� system identi�cation from output signals (sampling of STFT)

� applications in radio-astronomy

� cooperation with Garching, Hubble space telescope site

� geophysical applications

� progressive image transmission (wavelet coe�cients for large scales �rst)

� sharp image from several distorted ones (deconvolution mixed with data fusion)

In the course of the previous projects and through the theoretical contributions ([Gro90, Gro91b,

Gro92, Gro ]) of our coauthor K.Gr�ochenig from the Math.Dept. of the Univ. Storrs/CT in USA

signi�cant improvements for the 1D theory as well as very e�cient implementations could be obtained.

The corresponding publications are just coming up and have turned out to be more e�cient than

those of the leaders in the �eld (cf. the separate list of publications of the working group). The current

state of a�airs in the �eld are described by the recognized authors of an edited book by R.Marks II, which

came out in 1993, about "Advanced Topics in Shannon Sampling Theory" [MI93].

The fact, that the work of our group has been ignored by the authors of these articles is based on the

fact that our results have not been yet published when those manuscripts where written. On the other

hand, we can point out that our group has meanwhile obtained substantial improvements over the results

on irregular sampling as described by F.Marvasti or H.Stark.

Band-limited 1-D Signals

The joint survey \Theory and Practice of Irregular Sampling" (cf. [FG93c]) done with K.Gr�ochenig

describes theoretical background and practical performance of the 1D methods tested extensively so far.

In particular if features the so-called ADPW (Adaptive Weights Method) as suggested on the basis of

theoretical investigations by Feichtinger/Gr�ochenig (cf. [FG92b]).

The ADPW-method is shown to be fast, e�cient and stable. [FG93c] also describes the signi�cant

advantage of this method compared to others published methods in the �eld. For example, methods,

which make use of Voronoi-step-functions or piecewise linear interpolation as proposed in [SA87], are

computationally rather expansive. On the other hand, the simple frame iteration, also called Wiley-

Marvasti method, has the serious draw-back of being very sensitive to irregularities, such as clusters of

sampling points.

The literature (including our own publications) describes almost exclusively methods with a geometric

rate of convergence, and give often poor results in terms of speed. Also, auxiliary matrices tend to grow

beyond manageable sizes even for images of standard size, such as 512 � 512. Therefore one has to

look for e�cient methods from numerical linear algebra (such as the Conjugate Gradient Method, with

appropriate preconditioning) and try to perform iterations without actually storing the relevant matrices

in full size. For a number of structured problems ( e.g. sampling sets which are a �nite union of regular

lattices) such "superfast" algorithms can be designed, but numerical experiments and further theoretical

investigations have to show which combination of "tricks" works best for a given class of problems.

This design problem may also take into account the means available to solve these equations, such

as the special features of a digital signal processor or the structure of the computational machine (either
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purely sequential, or parallel to a given degree) on which the calculations have to be carried out, and

even programming language involved.

Compiled C-code for the 1D-case has been produced which allows to demonstrate the e�ciency of

this algorithm also to people with commercial interest in such methods.

Reconstruction of band-limited and non-band-limited images

The aim of this task is to develop theory and implement 2D versions of ideas explained above, which

fully exploits the structure of the mathematical problem at hand. The �ndings so far also demonstrate

in a very clear way that it makes sense to study such a "simple" applied problem in all its mathematical

aspects to �nd highly e�cient algorithms for its solution.

70850 sampling points

(a) Sampled Image

error = 1.588e-05

(b) Reconstructed Image

Figure 1.4:

As an example Fig. 1.4a shows an image where a number of vertical and horizontal lines have been

removed. Fig. 1.4b shows a quite good reconstruction out of Fig. 1.4a.

From our present knowledge it is clear that the resulting methods will be more than competitive with

other standard methods in the �eld. It appears realistic to expect that the fully developed algorithm

will become a new standard at least for a certain type of applications. Also the most successful areas of

applications have to be identi�ed.

There are, however many further applications to the problem of image restauration or scattered data

interpolation which should be exploited as well, and maybe even put into hardware, in case appropriate

partners can be found.

Also, there are many more di�erent types of "semiregular" sampling sets in the 2D case compared

with the 1D setting which have to be studied and for which perhaps special methods may be developed.

Let us just mention the conversion problem from polar coordinates to a rectangular grid which is a critical

step in the direct Fourier method of computer tomography and probably the weak point in this method

so far.
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Short-Time-Fourier-Transform and Gabor Expansions

It is also clear from our experience and from theory (cf. [FG93c]) that e�cient methods for the solution

of the 2D irregular sampling method will yield a very good basis for the reconstruction of a short time

Fourier transform (STFT) from irregular samples.

Such a problem has useful applications in the identi�cation of a linear, translation invariant system

from the responses to a family of frequency shifted input signals with known envelope. Such a test for a

system appears much more realistic than the traditional ones based on the concept of impulse response,

or a transfer function. If methods in this direction work as expected it will be also possible to develop

testing rules for the application of this method of systems identi�cation.

For example, new and more e�cient methods to determine the "dual Gabor window" have to be

discussed in detail. It is used as "window" for the STFT through which one can determine suitable

coe�cients for a Gabor expansions with given building block (cf. [Chr93]).

First experiments aiming at the use of the conjugate gradient method to solve this task have been quite

promising and should be continued, and also transferred to the 2D case. The new approach will allow to

calculate such dual Gabor windows for more realistic signal sizes. Until now rather big auxiliary matrices

have to be inverted, and therefore the use of Gabor expansions has been limited due to computational

costs.

Wavelet Transforms and Wavelet Expansions

The group has already preformed systematic research on the irregular sampling problem for the wavelet

transform. This problem is closely related to the problem of constructing one sharp image from several

smeared ones, taken at di�erent resolutions. Numerical experiments are expected to con�rm the e�ciency

of the algorithms described so far only theoretically, and to improve them on the basis of experimental

�ndings.

Another direction that has gained recently much interest is adaptive signal processing in the following

sense. Any given set of building blocks is usually designed to be large enough to allow representation

of arbitrary signals of �nite energy by means of a suitable choice of square summable coe�cients. But

it is often not well adapted for certain types of signals. For example Gabor representation may not be

good for the representation of chirp signals. One possible solution is the use of a larger "dictionary" of

building blocks (cf. [MZ92, Mal89a, MZ90]).

Therefore { in addition to the problem of �nding appropriate coe�cients { we have the extra problem

of a clever selection of those building blocks that should be used for a signal representation.

The algorithms presented so far appear to be - despite their theoretical interest - rather slow and

far below the potential of this new approach. Nevertheless there is justi�ed hope that within the next

few years new and more e�cient methods will be found. The odds that our group can make relevant

contributions appear to be good on the basis of the research done so far.

One also should mention the wavelet packages developed mainly at Yale University, for which a well

developed theory is already available (cf. [Wic90]). They use big families of orthonormal systems of

wavelet type, and also allow adaptive expansions of signals.

Image coding, data compression and progressive image transmission

In such applications the purpose is e�cient coding of images or general signals of several dimensions,

including image sequences. The interpretation of wavelet or Gabor expansions coe�cients in terms of

time/scale suggests that "relevance" of given contributions can be handled in a natural way. E.g. details

of an image might be required only in a certain part of the image (for medical imaging), or high frequencies

in a signal only in some areas of high oscillation, whereas smooth parts should require considerable less
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storage.

Therefore using the largest coe�cients in such an orthogonal or non-orthogonal expansions is rea-

sonable and is under discussion be di�erent research groups all over the world (e.g. Jawerth-deVore in

South Carolina, Wickerhauser-Coifman at the Yale Univ., or St. Mallat at Univ. New York, with his

interpretation of such maxima as multi-scale edge information).

Besides the choice of a suitable family of coe�cients which are to be stored or transmitted, there is

also the problem of reconstructing e�ciently and fast from the stored information.

For progressive image transmission, such as image-telephone, it is important, that high resolution

can be transformed on top of quick low resolution images. Local signal expansions are used such that

additional information only has to be transmitted in small quantities if only certain parts of the image

are changing (e.g. small object moving through a larger image).

In this area both theoretical and practical work has to be done. Especially the problem of reconstruc-

tion from a given set of coe�cients which will be chosen in an adaptive way in the next generation of

such compression tools is closely related to irregular sampling and therefore the use of e�cient methods

from irregular sampling for such applications can be expected to give new and practical reconstruction

algorithms.

Pattern recognition

The choice of certain families of Gabor building blocks or wavelet systems can be used to map the signal

space into a suitable coe�cient space. The choice of a �nite subfamily allows to access the pattern

recognition and classi�cation task on the level of those coe�cients.

There are realistic expectations that the choice of the basic wavelet will have some in
uence on the

viability of this approach. Therefore the restriction to orthogonal wavelets appears as not well motivated

for this particular task. Actually, minimal redundancy rather corresponds to reduced stability of related

algorithms.

It appears, that somewhat redundant systems, such as Wavelet or Gabor frames will be more suitable

for this kind of application. Theoretical work on the theory of frames in connection with non-orthogonal

expansions is carried out by Ole Christensen in his thesis [Chr93], written as a member of our group.

Subimage-matching

Among others there is a series of papers by Ben-Arie and Rao on the problem of identifying subimages

within a larger image by the attempt to obtain a non-orthogonal expansion of the large image in terms

of shifted copies of the small one. Signi�cant coe�cients in such an expansion indicate very clearly and

often better than correlation considerations the presence of the given subimage within the large ones.

The e�ciency of such a method depends of course on the easiness of obtained such non-orthogonal

expansions for arbitrary subimages. Carrying out this task on the basis of a marked subarea of a given

real world image and testing the performance of this approach will show its e�ciency.

PET-scanner image reconstruction

We are in contact with a medical group in Philadelphia around Prof. G.Herman. Many reconstruction

methods for tomographic devices are based on a decomposition of a 3D-volume in terms of volume

elements, called voxels.

In mathematical terms this corresponds to the approximation of the given (unknown) variable density

of a 3D body under inspection by a step function, constant over cubic areas. In the case of Photo

Emission Tomography (=PET) the variable density has some smoothness. Therefore step functions
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are not the best form of approximation through space shifted copies of a given function (the cubic block).

In fact, smooth building blocks can be expected to perform better.

Investigations should be directed towards the question of �nding optimal pairs of suitable radial basis

functions and regular shift-lattices (e.g. hexagonal ones) which result in optimal approximation with the

minimal number of terms. Such results will help to reduce the complexity of PET reconstructions and/or

will probably improve the quality of this method.

System identi�cation from output signals by sampling of STFT

Usually Translation Invariant Linear Systems (=TLIS) are identi�ed by the impulse response func-

tion. This requires to check the output for a kind of "shock"-input, which might destroy the system,

or come into con
ict with the frequent "approximate linearity" assumption for real world time-invariant

systems.

An alternative is the description through a transfer function, which requires testing a large number of

frequencies, which is rather time-consuming. Checking the output of the system for input signals which

are just frequency-shifted copies of some �xed bump-function would allow at least partial reconstruction

of the signal, even if the output is only sampled in an irregular way.

Mathematically the problem is equivalent to reconstruction of a signal from sampled short-time Fourier

transforms. This can be done for one and two-dimensional systems (in practice). However, the complexity

of the task requires very e�cient methods in order to avoid endless calculations. Even for the 1D-setting

performance is a question of interest.

Applications in radio-astronomy

During the workshop on wavelets and irregular sampling organized by H.Feichtinger in early March 1993

at the Math.Dept. Univ.Vienna it became clear that signi�cant interest from radio-astronomers (e.g.

Prof. Usowicz, Turon/Poland) in the 2D irregular sampling problem.

The fact that targets observed by the huge telescopes are rather small imply that the data obtained

from interferometric experiments can indeed by well interpreted as the 2D-sampling of a band-limited

image, and that the reconstruction of the "true" image (e.g. some con�guration of stars) based on Fourier

methods is equivalent to the main task of this sub-project.

Astronomical observation are also often bound to accept long integration times, because of weak

signals and high SNR (signal to noise ratio). Therefore, one often obtains rather average values than

sampling values of the function in question. The newly developed method of reconstructing a function

from averages might be a very helpful general approach to such problems.

Sharp image from several distorted images

In this �eld we are in cooperation with Garching, Hubble space telescope site. A recent visit of Dr.Adorf

from the European site of the Hubble space telescope has indicated the need of irregular sampling methods

for certain mathematical problems, related to the de�ciencies of the Hubble space telescope.

The deformed images due to the deformation if the main-mirror of the telescope might be partially

corrected through the use of suitable methods related to irregular sampling.

Also in this area the question of obtaining sharp images from several smoothed versions is of import-

ance. It arises in the following sense: The limited resolution of CCD-cameras allows only to obtain a

given resolution by taking one measurement, even if one has high-performance instruments. However,

it is possible to take a number of subsequent images over a period of times. Each of those images has

the same resolution (to low for certain purposes). The movement of the earth and the telescope with it
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within the galaxy corresponds to di�erent shifted versions of the same, smooth image. Since the telescope

(or the earth) are not freely movable according to he wishes of scientist making measurements one has

to start from data which correspond to irregularities if one tries to match those data directly with a �ne

grid. Irregular sampling methods will help to overcome the mathematical di�culties related to problems

of this kind.

In this case we tend to mix mathematical methods for deconvolution of such images with the concept

of data fusion { also investigated within this research program.

Geophysical applications

Typical geophysical measurements (e.g. magnetic or gravitational �eld measurements) are taking place

with high precision but at positions which do not cover a rectangular lattice. This is either due to the

di�culties of taking measurements at exactly the grid points, or due to the movement of the measuring

instrument taking up the data (e.g. helicopters, aircrafts or ships)

Nevertheless, in order to obtain good interpolation to a rectangular grid e�cient methods are requi-

red. Since typically gravitational potentials or magnetic �elds do not show too sharp local changes the

assumption of approximate band-limitedness for the signal (the basis for our reconstruction methods) is

ful�lled in a satisfactory way.

Further aspects to be investigated in the subproject

This section mentions some general aspects to be investigated in the subproject. They report some main

ideas of your further work.

irregular sampling for higher dimensions

So far we have dealt mainly with (very) e�cient new methods for 1D irregular sampling, most

recently we are able to say more about the 2D setting (i.e. reconstruction of band-limited images

from irregular sampling). The full potential of those new methods, in particular for sampling

patterns showing some kind of regularity, appears to be high and has to be investigated next.

For several applications it will also be necessary to go to higher dimensions. 3D and 4D applications

appear if one studies sequences of images or sequences of 3D data. Of course, this will require

su�cient computing power in order to do realistic examples.

use of real image data

For the evaluation of algorithms until now mainly synthetic data have been used, which allow a

veri�cation of speed and quality of the complete reconstruction.

But since during the project the application of our methods to real data, such as noisy images, have

to be carried out, a detailed study of stability of our algorithms with respect to perturbations has

to be undertaken.

The indications from theoretical research (cf. [FG93a]) in this direction are encouraging. This circle

of ideas also requires to deal with questions of statistical stability, and therefore cooperation with

the statistical group will be important.

multigrid and domain decomposition approach

For large images even some of the promising methods under consideration right now will not be

applicable anymore (independent of questions of speed). Therefore a splitting or multigrid approach

will be necessary. Contacts with Prof. Oswald in Jena (an expert in approximation theory and

�nite element spaces, who also works on the connections to wavelet theory) will be helpful in this

respect (cf. [Osw91, Osw ]).
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Furthermore, domain decomposition methods are expected to be relevant for images with changing

smoothness and variable sampling density.

development of parallel algorithms

As far as we can see the algorithms under development are very well suited for parallel processing.

Therefore, during the time of the 5-year project we will have to observe both the relevant applied

and mathematical literature as well as the developments on the hard and software sector.

Contacts to mathematicians and computer scientists working within the Austrian Center for Parallel

Computing (supported by the FWF) will be helpful to obtain e�cient algorithms on that basis,

but de�nitely the mathematical structure of the problems under investigations has to be studied

very carefully and will provide better results than direct parallel implementations of the present

algorithms.

But parallel algorithms are not only based on a multiple datastream { often used in images analysis.

We also tend to develop parallel algorithms based on the parallel mathematical structure of the

problem. This idea also leads to multigrid and domain decomposition approaches { as described

above.

Bibliography of relevant references

It is hard to give "the" list of references to the �eld, because it is growing on a daily basis. For example,

Mr. Stefan Pittner from the Technical University of Vienna, is collecting just the mathematical wavelet

literature since about 1986 (cf. [Pit93]). His next edition will contain about 700 entries, about 300 of

them within the last 2-3 years.

We hope that it will be made available to the interested public via anonymous ftp at our server

tyche.mat.univie.ac.at(131.130.22.31) with his kind permission.

A bibliography on Gabor representations put together very recently by H.G.Feichtinger contains at

the moment more than 150 entries, about one third of the papers still unpublished, but available to our

working group through personal contacts to the authors. It is also available via anonymous ftp from

tyche.mat.univie.ac.atas L

a

T

E

X-�le (pub/gaball.tex).

In the �eld of irregular sampling the bibliography of a recent book ([MI93], published in 1993, R.Marks,

Ed., "Advanced topics in Shannon Sampling and Interpolation Theory"), which contains 1003 !! biblio-

graphical references, indicates the wide-spread interest in this problem.

The list of publications on wavelet theory, Gabor representations, and irregular sampling within the

Numerical Harmonic Analysis Group at the Dept. of the Univ. of Vienna will be given separately. The

actual version is kept available via ftp on tyche.mat.univie.ac.atas pub/grouppub.tex.

We also like to mention the so-called \WAVELET Digest", published through Electronic Mail about

every third week. It announces new papers, books, special conferences and workshops in this �eld each

time it appears. We are trying to keep track of those developments in our seminar and in private discussion

within our working group. The enormous 
ow of information in this �eld cannot be handled by a single

person, but it is important to have a small group of people working in this �eld in order to provide

students in Austria (and Europe) preparing for a master or PhD thesis, as well as scientist from other

areas, with basic information in order to allow them to do e�cient research in this �eld.
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1.4 Parallel Processing Strategies for Large Image Data Sets

Task leader:

o.Prof. Dipl.-Ing. Dr. techn. Franz Leberl,

Institute for Computer Graphics,

Technical University, Graz.

1.4.1 Problem Statement

Introduction

Computer vision is often regarded as one of the most complex and computationally intensive problems

(Choudhary et al., 1991). Image processing and pattern recognition solutions have traditionally been

successful only if special computers were available to accelerate the massive number of pixel operations

needed in most vision problems (Kumar, 1991). There exist, however, at least two classes of image

processing domains:

real time vision, often for a narrow purpose in support of industrial automation, and of other real

time applications;

systematic processing of large image data sets, not in real time.

We believe that these domains are fundamentally di�erent in the manner in which computers and

algorithms are being used. As we observe the rapid increase of electronic imaging technology and the

resulting acceptance of machine vision in industrial automation, we also observe an enormous proliferation

of computing architectures, operating systems and languages to accomplish the fundamental goal of such

vision systems: process an image in real time, i.e. in about 16 milliseconds. This is the time it typically

takes to create the image with a square-array CCD-camera consisting of 0.25 Megapixels.

On the other hand there exist systematically collected image data sets, for example in remote sensing,

planetary exploration or medicine, when a repository of thousands of images accumulates about a medical

specialty and phenomenon, about a planet, or about the Earth. Data quantities in remote sensing are

simply a result of data collection abilities. Processing and analysis tools lag far behind. In orbit, a

satellite may generate images at a rate of 18 Megabytes or more per second. Image data repositories

would be �lled very rapidly in the event where a satellite continued to image day and night, for months

on end. Fortunately, data rates are not being sustained continuously at 18 MB/s. Instead, data sets are

being collected for a speci�c purpose and a certain time is subsequently available to process and analyse

the images.

We believe that these issues are important, that we have special capabilities to address them, and that

our work will propel us as an Austrian team into the center of the European research scene. Therefore

it is in this domain that we propose to contribute to the Austrian Forschungsschwerpunkt FSP. We

plan to work on image analysis algorithms, data structures and processing strategies. While historically

such large data quantities were addressed with especially built computers, we believe that this problem

domain lends itself to a solution using so-called \open computing systems" for parallel processing on

various computing tools, to include

massively parallel computers such as the Intel-Paragon and similar systems;

multi-processor RISC workstations such as the Silicon Graphics Power Series and similar systems;

clusters of multiple low cost graphics work stations such as the SGI IRIS, its competitors and its

successors.
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In honing our skills in this domain we expect to contribute to the solution of a signi�cant image

processing problem which appears to be often neglected. As experts in dealing with massive amounts

of image data we expect to inspire applications in international environmental programs, in regional

and national remote sensing, in planetary research and in the systematic analysis of vast repositories of

medical images.

Motivation

(a) Computing Resources through Parallel Processing

The Principal Investigator for this task has participated in the US space research program since

about 1974 (Leberl, 1975, 1976; Leberl and Goetz, 1976). Since about 1979, opportunities developed

for close participation in the most ambitious planetary imaging program ever undertaken, the

mission Magellan to planet Venus (Leberl, 1980; Leberl et al., 1991, 1992a,b; 1993a). It resulted

in an image data set encompassing about 300 Gigabytes of data. Simultaneously, work on images

from Earth observing satellites, for example to routinely track sea ice motion (Leberl et al., 1979,

1983; Leberl, 1989 and 1993b), created great concern for the need to deal with large image data

sets in a sensible manner, and that is by avoiding especially built hardware.

While such data have been processed on special hardware at the rate of collection, this hardware

seems by now to be obsolete and replaceable by o�-the-shelf high performance computers. We be-

lieve the time has come to move into so-called \open system parallel computation" (Webb, 1991) and

indeed to employ generally available computers for the analysis of large digital image repositories.

This is one of several drivers for the proposed research.

It is through the skills of Austria's leading experts in parallel computing, Prof. Zima and Ms. B.

Chapman, that the work on the proposed problem domain promises to be e�cient and at a high

level.

(b) From Data Base to Image Information System

There exists a tradition to place images upon collection and initial inspection into an image reposi-

tory where access to individual scenes is by the order in which such images were collected. This is

a rather unintelligent manner to store large images, since it is highly unlikely that any future use

of, and access to, the images will be by time and order of collection. Instead it will in all likelihood

be by geographic region, by neighbourhood, by type of phenomenon under investigation.

A need develops to create an image information system from large image repositories. The result is

to consist of a data structure that will support the ease of access to large data sets, and the queries

as a function of a user's likely needs. Without such data organisation, the size of a large image

data set may overwhelm its user. National and regional image data bases will have to convert into

image information systems to become manageable and useful to the intended user. For this reason

we propose to investigate good structures, query and interaction systems which support the use of

large images as members of very large data bases.

(c) Algorithms

In industrial machine vision there exists a need for a great multitude of individual, but often limited

computing tasks which need to operate on small images for the robust automation of simple manual

tasks. In large image data sets, in contrast, there often is a need for only very few algorithms, but

they must be applied to very large data quantities and perform work that a human may not even be

able to perform, or can perform only after months or years of training. A common example is the

stereo-process for shape reconstruction from overlapping images (e.g. Haralick and Shapiro, 1992),

or the surface classi�cation on the basis of multi-spectral or other characteristics.

We believe that there exists a need to analyse images to reconstruct from them not only the shape

of an object, but also its surface re
ection properties. Commonly, reconstruction of shape is consi-

dered a separate task, and a di�cult one for which no generally accepted successful methods exist.
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Instead, solutions are for restricted special cases (Gruen, 1989; Norvelle, 1992). Manifestations of

re
ective properties of an object often are considered a perturbation to the surface shape recon-

struction, particularly in echo-range images such as radar (Leberl, 1989). We propose to prove the

opposite: we believe that the reconstruction of shape should not be done without the simultaneous

reconstruction of surface re
ective properties. As a result we expect that we not only extract from

images considerably more information about an object than is customary, but that we accomplish

improvements in the shape reconstruction as well.

Speci�cally we want to start by investigating echo-range images, again from the Venus-satellite and

from other sensing sources. We want to develop concepts that combine stereo-analysis with shape-

from-shading in a manner which will permit one to employ images even if they are too dissimilar

under traditional stereo-rules. This will not only satisfy the need for improved shape measurement

accuracies and robustness so that full automation can be accomplished, but will also satisfy the

need to describe an object's surface type and material.

State of the Art

Our proposed task builds on various but disparate foundations in signal processing, surface reconstruction,

image matching, visualization; in parallel computing and automated parallelisation; in data structures

and spatial information systems. However, large image data sets have not been a distinct focus of

research. Of course, medical image processing �nds itself faced with sizeable image quantities in Picture

Archiving and Communications Systems (PACS, Leotta and Kim, 1993). However, these images are

typically somewhat smaller than images in remote sensing. Yet, throughout a year, a typical hospital

may still accumulate a total of 1 to 2 Terabytes of images (Osteaux, 1992).

(a) About Large Images

a1. System for Large Images.

Satellite remote sensing images have been traditionally processed in centralized locations by

space organizations. Systems to cope with large data quantities of 100 MBytes per image have

been the result of massive computer system development, such as those at NASA's Goddard

Space Flight Center, or at the European Space Agency. The Earth Observation Systems era

is dawning by 1997 and massive amounts of image data are expected to become available

for routine processing. At issue is therefore the concept of an EOS-workstation (Kober et

al., 1988). Recently, Archiving and Operations Systems have been set up for large image

quantities in de-centralized locations, for example at the University of Alaska, without special

hardware, but o�-the-shelf computer facilities and coping with 40.000 to 100.000 images. First

prototypes of smaller systems for processing and coping with routine large image data 
ows

address a speci�c applications domain, and are built with commercial o�-the-shelf computers

and accelerator boards (Kwok et al., 1990; Leberl et al., 1993b). A contemporary system of

relevance is of course NASA's ground system for the Magellan mission itself: it is built with

special hardware (Leung, Jin et al. (1992). Such a system consists of the routine processing

of all incoming image data, as well as the applications-speci�c processing of selections of the

entire data set. Visualizations of processing results again have been based on special hardware

(Kirk et al., 1992), but is also being considered for transfer to o�-the-shelf parallel computing

systems (Li and Curkendall, 1992).

a2. Interaction with Large Images.

Interaction with large images and groups of such images is a problem of its own. Interaction

is often a neglected issue in image processing research, presumably since the optimism is high

that all tasks can be fully automated. Yet there seems to always exist a need for interaction

with the images for quality control or machine support. Concepts for such interactive tools

for large images and image groups to browse, view, zoom, roam, comparing of image pairs etc.
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need to be integrated into any system for large image data sets. Therefore the development at

Pixar of a so-called electronic light table (ELT) received so much attention (Pixar, 1989). An

entire family of interactive work stations for large images was developed at General Dynamics

(see Leberl et al. (eds), 1992), or at Matra in France (Lamoure, 1992). These tools, even today,

remain supported by special hardware. A recent and promising development was inspired by

NASA's Magellan mission and resulted in a sophisticated pyramidal, tiled structure of the

data in support of rapid interactive data access (Leberl et al., 1992). It di�ers from previous

work by strict reliance on open computing systems and on the integration of a measuring

function into the viewing of multiple large images. This project has clearly shown the viability

of refraining from special hardware, yet accomplishing real or near real-time functionality for

interaction.

(b) Information Extraction Algorithms

b1. General.

Software for image processing and pattern recognition has been developed since the early

1960's, where space applications were always a prime driver for innovation (Rind
eisch 1966;

Rind
eisch et al., 1971). The current paradigm for image processing is based on a \tool box" of

algorithms. A task-speci�c solution is con�gured by combining various elements from the tool

box into a working system. The creation of a complex structure from individual elements has

at times been denoted as \plumbing" in analogy to piping systems for a speci�c data 
ow. An

example is the applications-speci�c solution to determine the motion of sea ice, and its type,

from large satellite radar images (Leberl et al., 1993b). We will discuss in the following the

status of only a limited algorithm domain, since we propose to focus our e�orts on a speci�c

set of algorithms in the context of our large image data base paradigm.

b2. Radar Image Matching Algorithms.

Surface reconstruction from overlapping images requires that geometric di�erences between

these images be detected. A great amount of work has been performed in this area (Holden

et al, 1992; Mueller et al., 1988). Any attempt at merging, comparing, mosaicking, sequence

analysis etc. will always lead to a matching requirement. The vast image matching literature

has recently been reviewed by Gruen (1989) and in Foerstner's chapter 16 of the monograph

by Haralick and Shapiro (1992). Foerstner is the source for the most widely used sub-pixel

matching algorithm, least square matching (Foerstner, 1982). Matching may be performed in

the spatial or spectral domain (Anuta, 1970). However, almost all algorithms neglect the strong

non-geometric, i.e. radiometric dissimilarities between candidate images for an image match.

This is caused by the focus of most matching research on optical imagery, thereby neglecting

issues of matching active sensor images. In light of massive satellite data repositories currently

being collected with such sensors (European ERS-1, Japanese ERS-1, Radarsat, Shuttle SIR-

C, Russian Almaz), this neglect needs to be corrected. A review of radar image matching work

was presented by Leberl (1989) and Leberl et al. (in print), referring to work by Ramapryan et

al. (1986), Guindon et al. (1986), McConnel et al. (1989, 1991) and others. One will conclude

from these reviews that this subject has not been studied extensively.

A particular concern in need of a solution is the ability to match overlapping radar images in

the presence of strong illumination di�erences. There exist practically no previous studies on

this subject, with the exception of McConnel's work (1991). Fullerton et al. (1986) and Kirk

(private communication)

1

reported also on some of a very small set of e�orts, however either

without any, or with questionable success.

b3. Surface Reconstruction from Radar Images.

1

R. Kirk, US Geological Survey in Flagsta�, Arizona, has orally reported about unsuccessful attempts to use overlapping

radar images taken from opposite sides of a surface, to use in a multi-image shape-from-shading approach.
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Image matching and detection of geometric di�erences is but one of several ways in which

to obtain surface shape information. Others include shape-from-shading, use of shadows,

altimetry, interferometry. In the current context we �nd stereopsis, i.e. the use of geometric

di�erences in tow images, and shape-from-shading as very promising concepts, particularly

if there exist no alternative data sources for shape information, as is the case in the Venus

environment. Work on radar stereo began in 1963 with LaPrade (1963). Several reviews were

authored by Leberl (1979, 1989), and limitations are dominated by illumination di�erences

which always accompany the required geometric di�erences; these limitations are reasonably

well-understood.

A separate method is shape from shading (SfS). The technique has been discussed by Horn

(1989) and others for optical imagery. Wildey (1986) began a series of e�orts on radar images,

followed by Frankot and Chellappa (1987), Kirk (1987) and Thomas et al. (1991). The

radar relevant work was reviewed by Leberl (1990). The limitations are obviously in the need

to know the surface re
ection properties to infer from image brightness the surface slope,

and then to be able to integrate slope measurements into a surface shape. SfS could use

multiple images to overcome the limitations from unknown re
ective properties, but su�ers

the inverse problem of stereopsis: it requires that overlapping images already match, so that

the radiometric di�erences can be used to infer surface slope. As a result it was Thomas et al.

(1991) who �rst proposed and demonstrated the combined use of stereopsis and SfS. However,

this work was preliminary only. We hope to achieve progress through the work proposed here

by combining stereopsis also with SfS, but in an approach that models not only surface shape,

but also surface re
ective properties.

b4. Other Algorithms.

Surface shape reconstruction and image matching clearly are the most important tasks in the

initial work with large image data sets. It is through these that images can be related to one

another, and that hope exists to convert an image data set into a useful image information

system. However, there are numerous other image processing algorithms in need of study and

improvement. These include fast methods of low and intermediate level processing, for example

image �ltering, resampling, edge, line and region extraction, pixel and region classi�cation,

visualizations etc. While these individual topics are important, they are not subject to the same

degree of urgency in �nding innovative solutions as we had in the previous topic. Instead, the

issue is one of adapting well-known approaches of low and intermediate level vision (Gonzalez

and Woods, 1991; Haralick and Shapiro, 1992) to the speci�c characteristics of range images.

No work has been reported that would address the application of low and intermediate level

image processing algorithms to groups of overlapping, matched radar images. Therefore we

believe that we will be able to chart new territory in our proposed work by employing the

matched radar images in the form of an \image cube" for systematic feature detection and

classi�cation.

(c) Parallel Architectures for Vision in Large Images

c1. Machine Vision.

In machine vision there has been an avalanche of work on parallel computing architectures

solving rather speci�c vision algorithms (Du�, 1983; Pitas, 1992; Cantoni and Levialdi, 1988;

Uhr, 1987; Maresca and Lavin, 1988 and others). There certainly exist at least 25 international

groups with excellence in this domain of research (Kumar, 1991). Numerous issues are being

addressed with taxonomies, network topology, data path widths, data path types (Shu and

Nash, 1990), operating systems, languages etc. This work is justi�ed and meaningful in the

context of real time analysis in industrial settings; such a system may still be based on special

boards but increasingly employs o�-the-shelf processing elements (Webb, 1991). In fact rou-

tine industrial automation would not be a�ordable, were there a special board to be developed

for each solution . As a result, much non-routine work in this domain is purely speculative
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(Krikelis, 1991). Regarding typical machine vision applications, an extensive bench mark has

been organized in the USA under DARPA-sponsorship as part of the US Image Understanding

program to assess and compare various parallel architectures (Weems et al, 1991). Not surpri-

singly, architectures especially built for Image Understanding, the IUA (Image Understanding

Architecture, see Weems et al., 1992; Shu and Nash, 1990) and ASP (Lea, 1988) performed

in the best category. Yet we believe that this research in Image Understanding is not relevant

when we move from the real-time machine vision issue to the issue of large image data sets.

c2. Fast Processing of Large Image Data Sets.

All space agencies have had an ongoing need to cope with large data 
ows from imaging

satellite sensors. This is going to increase with the advent of the \Mission to Earth" and

the Earch Observations System EOS. Traditionally, these large data streams were subject to

massive processing in special computers or attachments to o�-the-shelf computers. The needs

of space agencies di�er from those sketched in this proposal; we are concerned with the creation

and use of large image data bases after the data collection has been completed. Real time is

not a concern in this context, whereas in a ground receiving station, it is. Discipline-oriented

applications processing of many large images can be performed on fast multi-processor systems

or on massively parallel systems (Mueller et al., 1988). Holden et al (1992) have demonstrated

the use of a cluster of workstations to deal with a complex, time consuming algorithm for

matching of large optical images.

c3. Open Parallel Computing.

An open computing system is not designed to speci�cally deal with vision algorithms, although

\open parallel computing" is a concept occasionally addressed in the vision research community

(Wallace et al., 1988; Webb, 1991; Bruner and Reeves, 1982; Reeves, 1989). While massively

parallel computers or workstation clusters may not help signi�cantly with industrial vision

problems, the compute power and storage facilities they o�er are likely to help process large

images by means of the adoption of a programming methodology based on the segmentation

of input data and a data-parallel approach to computing (Karp,1987; Chapman,1991). High-

speed access to the large distributed �les used by the application program is essential to parts

of this task.

Massively parallel systems o�er the promise of virtually unlimited scalability in the number

of computational nodes, and hence their computing power, as well as in the size of the asso-

ciated memory subsystems. The use of o�-the-shelf processors enables their construction at

reasonable cost. Current systems include Intel's Paragon and iPSC/860, Thinking Machine's

CM5, the Meiko Computing Surface CS-2, and various transputer-based machines. A major

characteristic of these parallel systems is that each processing node has its own local memory;

hence, they are known as distributed memory parallel computers (Zima et al.,1990). The time

required to access a non-local datum, i.e. data not stored in a processor's local memory but

in that of another processor, may be an order of magnitude higher than the time taken to

access locally stored data. This has important consequences for the strategies adopted by an

applications programmer. In particular, the management of data, with the twin goals of both

spreading the computational workload and minimizing the delays caused when a processor has

to wait for non-local data, becomes of paramount importance (Chapman et al., 1992b) when

attempting to achieve good performance.

There are two speci�c issues which are of overriding importance to the tasks approached in

this project, as far as the adaptation of the algorithms and their coding for parallelization

is concerned. One of them is the need for a method to express algorithms by determining

a portable representation of the code which can be e�ciently utilized on a range of target

architectures. The state of the art in this area is described separately in c4 below.

The other major issue is the necessity to handle large amounts of data in secondary storage

e�ciently. The initial processing of large amounts of data as required within this project,

as well as the e�cient subsequent retrieval of data sets, will place very heavy demands upon
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the management of secondary storage facilities. E�ciency in this area will be critical for the

overall success of the parallelization of these methods.

Massively parallel systems, such as those named above, address the problem of providing large

amounts of storage by combining them with powerful concurrent I/O systems [Asbury et al.,

1989; Pratt et al.,1989]. The hardware and software currently available from various vendors

di�ers, however. The Concurrent File System (CFS) developed by Intel for the iPSC/2 and

iPSC/860 machines (Pierce, 1989), for example, is based on a so-called striping scheme, in

which a single �le is spread across multiple discs of the I/O system to improve access speed

and decrease congestion in communication links. This striping is done at the logical block

level. Several methods of accessing striped �les are provided, but they must be controlled by

the user. To obtain e�ciency, it is critical that the data structures used in the application

code are mapped to the disks of a distributed �ling system in a manner which enables e�cient

reading and writing of data by the computational nodes in parallel. The actual mapping and

mode of access will therefore depend on the way in which �le data is accessed in the nodes.

Language constructs for supporting parallel I/O at a higher level than that available currently

have been put forward, but have not been generally adopted (Brezany et al., 1992; Pase,

1991). This project will require a comparison of the capabilities of I/O systems and access to

distributed �les, and will include an investigation into the compiler's ability to generate code

to use these e�ciently.

c4. Programming Parallel Processing Computers.

A major di�culty with distributed memory parallel computing systems as provided commer-

cially is that, so far, they generally lack programming tools for software development at a

suitably high level. The user is forced to deal with all aspects of the distribution of data and

work to the processors, and must control the program's execution at a very low level. This

results in a programming style which can be likened to assembly programming on a sequential

machine. It is tedious, time-consuming and error prone. This has led to particularly slow

software development cycles and, in consequence, high costs for software. It has also made the

resulting software not very portable.

The fact that the time taken to adapt existing sequential code and to develop new applica-

tions is prohibitive in comparison to conventional machines, including vector supercomputers

(Chapman 1992b). This has been a major factor in the relatively slow acceptance of massively

parallel machines in the market place.

Thus much research and development activity is now concentrated on providing suitable pro-

gramming tools for these architectures. A major portion of this work is aimed at the provision

of appropriate high-level language constructs to enable users to design programs in much the

same way as they are accustomed to on a sequential machine. Several proposals have been

put forth recently for a set of language extensions to achieve this (Chen et al.,1992, Loveman,

1992; Fox et al., 1991, Steele, 1992; Zima et al., 1992, Benkner, 1992), in particular (but not

only) for Fortran, and current compiler research is aimed at implementing them.

This work was focussed in the High Performance Fortran Forum, a group of academics and

representatives from industry which met regularly in the USA during 1991 and resulted in a

preliminary set of language extensions, High Performance Fortran (HPF) which are expected to

be supported on a number of massively parallel machines (HPFF, 1993). The Vienna Fortran

programming language was a major input to this e�ort, and many features of HPF have been

taken directly from it, although in some aspects Vienna Fortran goes far beyond the current

HPF extensions.

Research in compiler technology has so far resulted in the development of a number of prototype

systems, such as Kali (Koelbel et al., 1991), SUPERB (Gerndt 1989, Zima et al., 1988), and

the MIMDizer (PSR 1991). In contrast to the current programming paradigm, these systems

enable the user to write code using global data references, as on a shared memory machine,

but require the speci�cation of the distribution of the program's data. This data distribution
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is then used to guide the process of restructuring the code into an SPMD (Single Program

Multiple Data) program for execution on the target distributed memory multiprocessor. The

compiler analyzes the source code, translating global data references into local and non-local

data references based on the distributions speci�ed by the user. The non-local references are

satis�ed by inserting appropriate message-passing statements in the generated code. Finally,

the communication is optimized where possible, in particular by combining messages and by

sending data at the earliest possible point in time.

The Vienna Fortran Compilation System (VFCS) (Chapman et al., 1992) is the state of the art

in compiler tools for distributed memory systems, and is a successor to the SUPERB system.

It accepts, in the current version, Fortran 77 codes and a speci�cation of the distribution of a

program's data in the Vienna Fortran syntax and generates message-passing code for the SU-

PRENUM, Intel iPSC/860 and Paragon machines. Code may also be generated which makes

use of the Parmacs macros, a portable message-passing layer which has been implemented on

several di�erent architectures, including workstation clusters, and thus provides a basis for use

of the system with a number of machines. Further targets are planned.

In this project we intend to develop a portable version of the resulting code in Vienna Fortran.

This will then be compiled for several di�erent target architectures within the VFCS. Use of

these existing language extensions and tools will not only permit rapid testing and experimen-

tation with di�erent implementations, it will also be a test of the capabilities of the language

and compiler. In particular, we expect that it will enable further evaluation and consideration

of the problems posed by large data sets, and drive compiler work to improve the utilization

of concurrent �ling systems where appropriate.

(d) Image Information Systems

Large images are typically stored as raw data without regard for their likely uses. The data structure

is dictated by the manner in which the data were collected, not the manner in which they might be

used. An image information system makes the transition from the collection of images to a well-

thought-out interaction with images and information extracted from them. The major paradigm

is the Picture Archiving and Communication System (PACS, Osteaux, 1992). Usually, however,

medical PACS deal with images of a size of 2 to 6 MBytes, and this is small when compared to

remote sensing images. However, over a period of a year, the medical PACS easily may accumulate

1 to 2 Terabytes of images.

The proposal to replace a collection of large images by an image information system is new; we

are currently unaware of any literature, except that which we referred to earlier under the heading

\Interaction with large images".

1.4.2 Research Goals and Methods

We believe that the management and analysis of large images and image data sets deserves considerable

research and development. We also believe that parallel computing is on the verge of becoming a main-

stream resource, at the expense of continued development of special task-speci�c hardware. It is therefore

our general goal to develop concepts and algorithms to deal with large image data sets, and to investigate

the utility of parallel processing architectures for this problem domain. We describe in the following our

speci�c objectives. We then follow with a set of individual steps by which we expect to attain them. This

will not be a complete list of methods and steps, but will provide a representative glance at them.

De�ning the Objectives

Our general goal consists of numerous smaller elements as follows:
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(a) De�nition of e�cient algorithms for low and intermediate level preprocessing, and of matching of

overlapping large active-sensor images in an image data base.

(b) Creation of e�cient algorithms to cope with dissimilarities in overlapping images for the purpose

of precision matching them.

(c) Development of new algorithms to reconstruct an imaged surface shape from multiple large dissi-

milar images, and thereby also reconstruct the surface re
ective properties.

(d) Concept de�nitions and demonstrations for interactive information systems of large images.

(e) Development of an understanding for the usefulness of \open parallel computing architectures" in

image processing and pattern recognition.

(f) Understanding the relative merits and drawbacks of various parallel computing approaches, e.g. of

massively parallel computers, computer clusters or multi-processor computers.

(g) Understanding of concepts, components and applicability of automated conversion of sequential

image processing software into parallel form.

(h) Persuasive demonstration of the concepts through a software package for image processing on an

open parallel computing system.

(i) Creation of a processing strategy, and demonstration of its validity, to process a very large image

data set for surface reconstruction, reconstruction of re
ective surface properties, and for conversion

from large images into an interactive image information system.

By meeting these objectives we will evolve into a leading force in the understanding of, and develop-

ment of solutions to, the issues of large images and image data bases.

Attaining the Goals by a Team of Two Austrian Groups

To accomplish our goals, we will perform our research task in a project team with members from two

participating institutions, namely the leading group in parallel computing from the University of Vienna

and the image processing group at Graz University of Technology. One partner (Graz) will be responsible

for the overall task and will contribute the understanding for the problem domain of large images and

image data bases, for image processing and pattern recognition, and it will contribute data and the

existing software to deal with such data. The other group (Vienna) will contribute knowledge in the

use of parallel computers and their various architectures, and will employ its tools to automatically or

interactively convert existing software into a parallel environment.

Attaining the Goals by International Cooperation

We are embedded into an international collaboration of groups with an interest in coping with the massive

data quantities produced by imaging sensors on board of Earth observing and planetary spacecraft. In

fact, the Graz group will become a node in the computer network called the US Planetary Data System

(PDS) to provide comfortable and network access to all planetary data currently on �le in NASA's

archives. Close and project-speci�c cooperation will especially exist with the signal processing group

(Dr. S. Hensley) and the parallel computing team at NASA's Jet Propulsion Laboratory (Dr. P. Li), the

INTEL-PARAGON group at the California Institute of Technology (Dr. H. Lorenz-Wirzba), the image

data users at Washington University (Prof. R. Arvidson, St. Louis, Missouri), at Brown University (Prof.

J. Head, Providence, Rhode Island) and Princeton University (Prof. J. Suppe, Princeton, New Jersey).

Once the work gets going, we expect to broaden these collaborations to partners in Europe through

existing contacts in academia and at the European Space Agency (ESA); the need exists at that agency

to also deal with massive image data sets.
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Attaining the Goals by Building on Existing Algorithms and Software

We do not start from scratch, but can build from a large base of existing software for low, intermediate

and high level image analysis and image signal processing which was built with the participation of this

task's principal investigator while under contract to NASA. This software has been developed either

in an applications-neutral manner for use with all kinds of images, or for planetary data. Some of it

executes on special hardware that needs to be replaced by an open parallel computer architecture, some

of it serves at this time to operate on small data samples in an interactive image analysis environment.

Algorithms have been collected into these software systems from various sources, most notably from the

remote sensing and planetary image analysis communities. As a result there are three software systems,

each consisting of code in the range of about 100 000 lines or more:

signal processing for radar Image Formation Processing;

interactive planetary image analysis tool kit;

digital stereo light table for real-time interaction with large images.

Since these packages are to a large extent experimental, they contain multiple algorithms for some of

the tasks. Many of these algorithms are preliminary only and must be replaced by improvements which

we hope to create in the proposed task. We address two examples of algorithms in the following two

subsections to provide a 
avor of a fairly mature system (Subsection 5.2.5) and of a rather preliminary

set of algorithms (Subsection 5.2.6).

Software Example \Image Formation Processor"

(a) Purpose of the Software

The image formation processor (IFP) is a software system to convert raw synthetic aperture radar

(SAR) video signals to a geometrically and radiometrically corrected image product. The resulting

output image is representative of the backscattered power per unit surface area of the imaged

surface, with each measurement placed in the image in the proper location for the given object

coordinate system. The IFP compensates for phase variations in the electro-magnetic pulses of the

raw SAR signal, which is dispersed in both the along- and cross-track dimensions of the moving

sensor-platform (the satellite).

The cross-track dispersion is designed into the radar system to achieve a high signal to noise ratio

without a large peak power. This is implemented by coding the transmitted pulse (e.g. a binary

phase code for Magellan's radar sensor) and performing a matched �ltering process to collapse

the dispersed pulse into an impulse representative of the point target. This matched �ltering is

performed in the image formation processor.

The along-track dispersion results from the target being in the near �eld of the synthetic array.

To form the image of a point target, the quadratic phase variation of the near-�eld target must

be compensated. This is performed in the IFP by applying a range dependent �lter function that

compensates for the phase variation so that all returns from the target can be added coherently.

Typically, performing these operations which e�ectively \focus" the SAR image, requires on the

order of 400-500 
oating point operations per input data sample. For Magellan, where there are on

the order of 1.0 Giga-samples per orbit and over 5 000 orbits of data, the net result is a massive

processing task.

(b) Algorithm

This algorithm is commonly known as SPECAN (for spectral analysis) and consists of 3 main parts:
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* Range Pulse Compression: This module operates on each echo line to collapse the time di-

spersed pulse to an impulse. This is a matched �lter operation that can be performed by a

convolution in the time (or space) domain, or as a multiplication in the frequency domain

(which is most computationally e�cient). For the frequency domain approach, the processing

consists of two FFTs and a complex multiply. Typically, the set of reference functions are

pre-generated for this purpose.

* Azimuth Compression (synthetic aperture formation): This is a similar operation to the range

compression where a reference function is multiplied time the data (complex multiply in the

along track direction). The reference function is derived from the relative sensor-target position

using the nominal pointing geometry and the platform tracking data.

* Radiometric and Geometric Corrections: The resulting imagery from the range and azimuth

compression's is distorted and must be resampled to a map projection. This resampling should

use the terrain information to minimize distortion resulting from surface relief. It is essentially

a two dimensional complex interpolation. Additionally, a radiometric correction is needed to

compensate for range dependent distortions from the antenna pattern and the resolution cell

variation.

The software is a product of many person-years of NASA research in advanced radar signal processing

and executes on hardware especially built for this purpose. Major elements have recently been ported

into a work station computer to \publish" the algorithm for use by a small set of pre-quali�ed scientists.

However, the software is not capable of processing anything more than some small test data. Reasonable

data throughput will require that some form of parallel architecture and computing is being used.

Algorithm Example \Shape-from-Shading" and Stereopsis

(a) Purpose of the Algorithm and Current Status

The current status of surface reconstruction is based on a sequence of two-image stereopsis and two-

image shape-from-shading. Stereo image matching is based on one of three algorithms without, thus

far, an authoritative assessment of a \best" one. The algorithms are all hierarchical, i.e. operating

on a resolution pyramid, and matching by looking for an extremum of the cross-correlation function

in the vicinity of a match candidate. They di�er in the choice of windows for the matches, in the

strategy for predicting likely match points, in the use of interest operators, and in the rejection

methods to weed bad matches.

Dissimilarities between overlapping images are being ignored; their damaging e�ect on match quality

must be accepted. To minimize these e�ects, dissimilarities are kept to a minimum by use of image

overlaps that are as similar as possible. Image pairs with larger dissimilarities are not being matched.

Once the stereo process is completed, the two contributing images are modi�ed to accomplish

geometric superposition to within the quality of the matches. In addition, the surface shape is

being computed and an elevation measure is assigned to each image pixel, resulting in four values

at each pixel location, namely surface re
ection for each of the two images, surface slope and surface

elevation.

These four values are now being entered into a shape-from-shading process. In essence the known

estimate of surface shape is being used to \simulate" two images as if they had been illuminated

identically to the two actual image con�gurations. Two re
ective values are being computed at each

pixel and compared to the actually observed ones. Di�erences are being used to change the surface

shape so that the surface and two images become consistent with one another under the known

illumination. This approach is not being performed in the spatial but spectral domain. Heavy use

is therefore being made of Fast Fourier Transforms (FFTs) of the entire data set for conversion

between spatial and spectral representations.
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(b) Approaches for Improved Algorithms

In contrast to IFP-software (Subsection 5.2.5) we are faced here not only with the need to develop

processing strategies on open parallel computers, but we must �rst �nd methods and algorithms to

accomplish the following:

* be able to employ three or more rather than just two images;

* cope with strong dissimilarities among images of the same surface;

* model as unknowns not only the surface shape, but also the surface re
ective properties.

We expect that a least squares model should be de�ned for determining not only the optimum shift

between \n" overlapping input images, but also the optimum parameters of a polynomial re
ectance

curve. This would result in a simultaneous least squares method for computing the stereo solution

and the surface backscatter properties at each pixel.

Computing Architecture: Parallelizing

(a) Manual versus Automated Parallelizing

When code is parallelized by hand, the programmer must distribute the program's work and data

to the processors which will execute it. One of the common approaches to do so makes use of the

regularity of most numerical computations. This is the so-called SIMD or SPMD (Single Instruction

or Program Multiple Data) or data parallel model of computation. With this method, the data

arrays in the original program are each partitioned and mapped to the processors. This is known

as distributing the arrays. The speci�cation of the mapping of the elements of the arrays to the

set of processors is called the data distribution of that program. A processor is then though of as

owning the data assigned to it; these data elements are stored in its local memory. Now the work is

distributed according to the data distribution: computations which de�ne the data elements owned

by a processor are performed by it - this is sometimes known as the owner computes paradigm. The

processors then execute essentially the same code in parallel, each on the data stored locally.

It is, however, unlikely that the code on one processor will run entirely without requiring data

which is stored on another processor. Accesses to non-local data must be explicitly handled by

the programmer, who has to insert communication constructs to send and receive data at the

appropriate positions in the code. This is called message passing. The details of message passing

can become surprisingly complex: bu�ers must be set up, and the programmer must take care to

send data as early as possible, and in economical sizes. Several issues arise which do not have their

counterpart in sequential programming. New types of errors, such as deadlock and livelock, must

be avoided. The programmer must decide when it is advantageous to replicate computations across

processors, rather than send data. Moreover, for code which is explicitly parallel, debugging is a

serious problem.

A major characteristic of this style of programming is that the performance of the resulting code

depends to a very large extent on the data distribution selected by the programmer. The data

distribution determines not only where computation will take place. It is also the main factor in

deciding what communication is necessary. The total cost incurred when non-local data is accessed

involves not only the actual time taken to send and receive data, but also the time delay when a

processor must wait for non-local data, or for other processors to reach a certain position in the

code. Note that the performance of a program can no longer be estimated solely by the amount

of computation it comprises: extra computation is not necessarily costly, and the communication

delay inherent in a particular data distribution could be prohibitive.

The message-passing programming style requires that the communication statements be explicitly

hardcoded into the program. But these statements are based upon the chosen data distribution,

and as a result, the data distribution is also implicitly hardcoded. It will generally require a great
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deal of reprogramming if the user wants to try out di�erent data distributions. The result of this

low level style of programming is that the user spends a great deal of time organizing the storage

and communication of data. In consequence, the time taken to produce a program is considerably

longer than for comparable codes on shared-memory machines. Moreover, once written, the code

is hard to modify or improve to run in some other way, even on the same machine. For example,

if instead of dividing into square subblocks, the user wanted to experiment with blocking in only

one dimension, e.g., blocks of rows or columns, most of the code dealing with speci�cation and

communication would have to be modi�ed. We therefore propose to employ an approach with

which code can be parallelized e�ciently.

(b) Parallel Computing Strategy for Image Formation Processor IFP

The SAR image formation algorithm (Subsection 5.2.5) is most naturally suited to a pipeline ar-

chitecture, as the processing is a sequential set of operations. However, this processing task is

easily parallelized in that the data set can be broken into blocks, where each block of data can be

processed by a di�erent processor.

The most obvious approach is to create a two dimensional topology of processors and to divide

the data set across these processors with the appropriate overlap between the data blocks. Each

processor would then perform all three major operations on its block of data (i.e., range compression,

azimuth compression and radiometric and geometric compression) to produce a subset of the desired

output image.

(c) Parallel Computing for Shape from Shading (SfS)

The natural way in which SfS is being applied to large images is image block by image block of only

128 x 128 pixels, to avoid an accumulation of random errors. Individual blocks are being computed

with a small overlap and then assembled from the individual blocks or tiles into a seamless array

of surface shape values.

It is thus obvious that one manner in which SfS would be parallelized is by data segmentation.

At the same time each block, or tile, requires iterative re�nements of surface shape computations

through repeated transfoms from spatial to spectral domains, and vice-versa. These operations can

also bene�t from smart parallelizing of the individual transform steps.

Other Steps to Attain the Goals

We present in Fig. 1.5 the concept of an image information system as a collection of images in a common

object coordinate system. To enable ease of query and retrieval, the images are \cut" into small segments

or \tiles" This is a common method in systems for the fast interaction with large data sets, namely to

store the data in logical entities that are likely to be queried as an entity. All image segments of a

certain tile are stored with that tile so that retrieval by area is fast and e�cient. This breaks the original

organization by data collection time (satellite orbit or sensor path). However, use of images is not by

item of data collection, but by object area of interest or by phenomenon to be studied. Also, relationships

among images can only be established and used in a common coordinate system. This must be the system

of the object, not any particular sensor related system.

Among the two collaborating groups of the University of Vienna and the Graz Technical University,

we have access to numerous parallel processing systems, and we can con�gure several multi-computer

systems from groups of work stations. This variety of computing systems will permit us to authoritatively

develop a broad view and understanding of image processing on open system parallel machines.

We expect great bene�ts from the collaboration within the larger project, of which this current task is

but an element. Data compression for the image information system, for example through wavelets, image

transforms to support the information extraction, for example with Walsh, Haar and others, statistical

methods to describe texture and their use to segment overlapping images prior to stereopsis and SfS, are

all expected to bene�t the increase of our understanding of the current problem domain.



1.4. TASK I.4 55

Figure 1.5: Concept of an Image Information System's Tiling Structure. All Data for a Tile (Geographic

Area) Are Collected in this Tile.
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Chapter 2

Robust and Adaptive Methods for

Image Understanding

Project coordinator:

o. Univ.-Prof. D.I. Dr. Walter G. Kropatsch,

Department of Pattern Recognition and Image Processing (PRIP),

Technical University, Vienna.

2.0 Project Overview

2.0.1 General Problem Statement

The goal of Image Understanding (IU) is to �nd semantic interpretations of images, in particular to

localize and name objects contained in a scene and to assess their mutual relationships in order to

interact with the environment. The central problem is to recognize known objects reliably, independent

of variations in position, orientation, and size, even when those objects are partially occluded. Although

some information is lost by the image formation process, biological vision systems demonstrate that this

task can be accomplished reliably and e�ciently even under di�cult viewing conditions.

In the past 25 years, many specialized techniques have been developed for various aspects of IU without

reaching a comparable or even su�cient degree of robustness. The overall complexity of the problem

makes it di�cult to devise suitable architectures for vision systems. On the other hand, specialized

systems components (i.e., algorithms, control structures, knowledge representations) cannot be developed

without a global strategy in mind. Clearly, the complexity of the problem domain calls for a systems-

oriented approach that can only be accomplished through intensive cooperation between the individual

research groups involved.

Almost any current IU approach can be described as a sequential 3-stage process (comp. Fig. 2.1).

In the �rst stage, the raw image data, given as an array of intensity values (DIGITAL IMAGE), are

processed in a context-free, bottom-up fashion to produce a set of data primitives, often called "features".

In the second phase, features are assembled to more complex structures (e.g. REGIONS) that are useful

components for scene descriptions and object models. In the third phase, these complex features are

matched against existing object models in a data base (e.g. OBJECTS in the WORLD vs. OBJECTS

in the SCENE). Research during the decade of the 1980's demonstrated that most vision problems are

either ill-posed or inherently complex (NP-complete). From these considerations the paradigms of active

vision, qualitative vision, animate vision, purposive vision emerged.
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Figure 2.1: Processing steps in digital image analysis

Most current model-based IU approaches are restricted to well-de�ned man-made objects that are

usually located in controlled, unstructured industrial environments. In contrast, this project shall put

stronger emphasis upon variable-form objects as they populate natural environments.

We have identi�ed three dominating problem areas that appear to be essential for successful realization

of Image Understanding. First, there is a clear lack of robust methods for low- and intermediate-level

image analysis. Second, current object representations and matching strategies are mostly con�ned to a

single type of feature. Third, the construction of object models is a task too complex to be done manually

and therefore must be supported with suitable tools (i.e adaptive methods).

2.0.2 Speci�c Research Goals

In summary, this research project shall focus upon the following issues:

� Robust Hierarchical Methods for Image Analysis

� "Polymorphic" Structural Feature Detection and Matching

� Machine Learning for Image Understanding

� Image Understanding Applications

Task Section Title Institution

1 2.1 Robust Hierarchical Methods TU Wien

2 2.2 Polymorphic Structural Feature Detec-

tion and Matching

JKU Linz

3 2.3 Machine Learning for Image Under-

standing

JKU Linz
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The cooperative nature of this project will require an intense exchange of ideas, concepts, and algo-

rithms. It is therefore an important part of this project to provide the fundamental organizational and

technical prerequisites to allow for this multi-directional 
ow of information, including conventions for

the exchange of data and software. This goal will be supported by two facts: First, both institutes use

KBVision as their main platform for Image Analysis. Second, the cooperation project (c.f. Project 1)

will provide the necessary means for e�cient communication.
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2.1 Robust Hierarchical Methods

Task leader:

o. Univ. Prof. D.I. Dr. Walter G. Kropatsch,

Department of Pattern Recognition and Image Processing (PRIP),

Technical University, Vienna.

2.1.1 Problem Description

Objects from the real world are mapped into an image and can be recognized there by their properties

and the spatial relations of their parts. In many cases the complex mapping from three dimensions to

the two dimensions of an image disturbs or even destroys this information. However, images still contain

enough information that a human observer can easily recognize its content. Often, the results from image

analysis methods depends essentially on the circumstances under which the image was taken (e.g. sun

angle, viewing direction, etc.). Besides the incompleteness and the ambiguity of the solutions (image

recognition is an ill-de�ned problem) digital imagery has the additional problems caused by the huge

amount of data that have to be processed in relatively short time.

In general, it cannot be assumed that features extracted from the image are accurate. There are many

sources that may corrupt the results of image analysis:

� Noise, distortion, partial occlusion, shadows, and specular re
ections are among the e�ects that

cause features to be distorted during image formation.

� Several errors can be introduced during processing of the data (e.g. by numerical errors, by quan-

tization, by sampling, etc.)

� The image representation often depends strongly on the arbitrarily chosen or randomly given map-

ping parameters. A little shift or rotation may result in dramatic changes in the representation.

� The model for interpretation makes wrong assumptions which lead to wrong results (e.g. many

restoration methods assume normally distributed noise, which is not always the right model).

� Sometimes the representation is incapable of capturing the necessary information. It is then lost

when the data are transformed into such a representation.

Such in
uences during the formation and the processing of the image data cause di�erences in the results

as expected under 'ideal' conditions. Features may be distorted in shape or size, may be incomplete or

missing and also may cause false features to be detected. While perfect segmentation has been assu-

med in many implementations, any recognition system working under real condition must handle such

de�ciencies. A method is called robust, if the result of applying the method is not sensitive to little

perturbations in the input.

Most existing approaches to model-based object recognition rely upon contour-based features as the

basic object descriptors. In particular, they use straight line segments and geometric relationships between

those segments, such as the work done by [Low87, BF84, GB87]. Straight line primitives result in relatively

simple object models and straightforward matching algorithms. For example in [KT89] an algorithm was

presented which can determine the straightness of digital lines in O(n) steps. Other researchers have

employed additional contour features, such as circular features and smooth curves, as in the work done

by [AF86, RB84, Gri90]. One reason for the poor reliability of contour-based features is the di�erential

nature of the underlying edge enhancement process.

Feature groupings are assemblies of primitive features to more complex salient structures. Examples

are groupings of line segments to form smooth curves, corners, parallels, etc. Relevant groupings are made



2.1. TASK II.1 79

of image features that are signi�cantly related to each others. These relations are signi�cant if they are

likely to be caused by an object in the scene rather than by accidental external conditions like for example

the viewpoint of the observer. Only geometric relations that are invariant against changes of the observer's

viewpoint can have any signi�cance for the presence of an object in a (3D) scene. This limits drastically

the number of relations to consider. Only �ve perceptually signi�cant classes (non-accidental properties,

cf. [Bie87]): straightness, connectivity, parallelism, curvilinearity, and lines meeting in a common point,

have to be taken into account. Grouping criteria for line segments, such as proximity, continuation,

parallelism, etc., have been applied successfully [Low87]. However, e�cient implementations of line

groupings (i.e., algorithms, transformations, and data structures) are still open problems that need to be

addressed. Similarly, grouping processes for other types of features and groupings of di�erent features

must be investigated (see also task II.2).

2.1.2 Hierarchical Data and Processing Structures

Any intermediate of �nal results extracted from the raw image data are required to be robust in quality

in the sense that they are reasonably insensitive against diverse variations in the data and the processes.

Also, since features are usually computed in a data-driven, bottom-up fashion, they must also be computed

e�ciently. To solve both the qualitative as well as the quantitative problems, hierarchical data and

processor structures (multiresolution representations, image pyramids) have shown to be useful [Ros84,

Bur88a].

An important parameter of a digital image is its resolution. The spatial resolution is described in

terms of the smallest dimension of the object that can just be discriminated. In an image with high

resolution many details can be observed, at low resolution only large objects are recognized. A resolution

cell is the smallest most elementary areal constituent in a digital image. The position of a resolution

cell within the 2D plane is determined by the coordinates (x; y) of its center. The number of cells to

cover a given image depends on the size of the cells. Table 2.1.2 compares the qualitative consequences

of di�erent cell sizes.

Table 2.1: Image Qualities at Di�erent Resolutions

small cells large cells

resolution high low

data amount huge smaller

computing times (very) long (relatively) short

details rich and many very few if at all

overview bad good

precision high low

An image pyramid combines several of the advantages of high and low resolutions. Tanimoto [Tan86]

de�nes a pyramid as a collection of images of a single scene at di�erent resolutions. The images of this

collection can be ordered according to their cell sizes and numbered as levels of the resulting ordered set

of images.

Two terms describe the structure of a (regular) pyramid: the reduction factor and the reduction

window. The reduction factor determines the rate by which the number of cells decrease from level to

level. The reduction window associates to every (higher level) cell a set of cells in the level directly

below. In general the reduction window covers the area of its associated cell. In square or rectangular

images reduction windows are mostly rectangularly shaped and can be described by (number of columns�

number of rows).

In the classical pyramid every 2 � 2 block of cells is merged recursively into one cell of the lower
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resolution. We formally describe this structure by 2�2=4 which speci�es the 2�2 reduction window and

the reduction factor of 4. This type of pyramid has been extensively studied [TK80, Ros84]. Starting

with a 512� 512 image in the base, the constant reduction factor (4) determines the sizes of the levels

above: 256� 256, 128� 128, 64 � 64, : : : . In general, a pyramid with m �m cells in the base creates

log(m) levels between the base and the apex.

Classical pyramids use constant reduction factors of four between the levels of the pyramid. That

means that every lower resolution has only 1=4 of the pixels. But also other multiresolution structures

with lower reduction factors are possible [Kro85b, Kro86c, Kro88c, Kro88b]. They have the advantage

that the resolution is reduced gradually. Objects of sizes that fall between two successive levels of the

classical pyramid (e.g. too large for the higher resolution but too small for the lower resolution) may �nd

the appropriate level in a n� n=2 pyramid.

The robustness of pyramidal algorithms to perturbations of the structure of the pyramid is studied by

Meer et al. [MJBR88]. In these experiments the reduction function was a weighted average of the son's

values. The perturbations are of three di�erent natures:

� Gaussian noise added to the (`generating kernels') weights;

� random local o�sets of child-parent links;

� stochastic pyramid structures.

Meer concludes that:

� Multiresolution algorithms appear to be very robust and only weakly dependent on the structure

on which they are implemented.

� The parent should control the computation.

� At higher levels of image pyramids, the amount of noise is signi�cantly decreased. Objects may

become easier to detect. They allow fast data gathering across the input image.

� The resolution reduction in pyramids can be regarded as the discrete case of scale-space smoothing.

Perturbations of the originally regular structure results in an irregular structure which gave rise to

the concept of the stochastic pyramid [Mee89] and the adaptive pyramid [JM92]. In a regular pyramid,

the reduced resolution representations can be distorted when the input is shifted [Tan76]. Bister et al.

[BCR90] show that most classical pyramids, which are regular and consequently rigid structures, have

problems in segmenting an image, e.g., when the input image is shifted, rotated, or di�erently scaled. This

shift-dependence problem will appear whatever the neighborhoods which are used to built the pyramid

(that is non-overlapping or overlapping neighborhoods).

In the stochastic pyramid the structure is generated by a random process with some additional local

constraints. Therefore the resulting pyramid is nearly independent of the location and orientation of the

objects within the �eld of view. In Meer's stochastic pyramid [Mee89], the decimation is based on a

randomized parallel algorithm. The stochastic decision process starts by assigning every cell a uniformly

distributed random number. Then the local maxima are selected as surviving cells and gaps closed as

before.

The concept of adaptive pyramid [JM92, MMR90] di�ers by the selection criterion. There the deci-

mation process �rst tries to select signi�cant cells depending on the cell's content and uses a random

selection only where the data do not allow a decision.

Another hierarchical decimation method is presented in [DP88]. There, the levels form triangular

networks, and the decimation is based on data-dependent criteria like in the adaptive pyramid. The

neighborhood relations of the decimated levels are determined by a new version of the constrained De-

launay triangulation.
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The e�ciency of irregular pyramids has been shown very recently: the labeling of connected com-

ponents of an image needs only O(log n) parallel steps [MMR89]. This e�ciency is made possible by

decimating the components separately.

Dual representations enhance the description capabilities by combining numerical data and symbolic

data in the concept of dual pyramids [Kro86b, Kro88a]. The usage of symbolic representations within

a pyramidal framework is relatively new. The symbols used are still very simple image primitives like

curve segments or peaks and ridges [CP84] on the gray level surface. But since image interpretation has

the objective to describe the image in terms of a high level vocabulary, symbolic pyramid representations

are a step in the direction of high level conceptual hierarchies as proposed by R. Bajcsy [BR80]. The

combination of such rich representations with the robustness of irregular pyramids let us expect to come

closer to our goal of having methods that produce reliable image analysis results in reasonable time.

A di�erent approach for robust structures comes from the area of arti�cial neural networks. Though

these structures have many desirable properties like robustness, massive parallelism and the adaptivity

[RM86] for complex problems, such as vision, the current approach of using fully connected (three-layer)

neural networks has severe de�ciencies. As Le Cun [LMB

+

90] has stated \Expecting good performance

without any a priori knowledge, relying exclusively on learning is wishful thinking". One way to incorpo-

rate a priori knowledge is to specify a proper topology of the network. Neural networks share many

similarities with image pyramids. Leonard Uhr [Uhr92] points out in a theoretical analysis that hierar-

chical structured networks (i.e. networks which employ only local connectivity) o�er e�cient solutions

for many problems. We were able to show [BK93b] that we can build equivalent neural networks for all

kinds of pyramids (that is numeric and symbolic pyramids, regular and irregular pyramids). With this

framework we can enhance pyramidal algorithms by neural network functions, and neural networks by

properties of pyramids. The advantage of using neural networks in a pyramidal framework is that we

have a �ne grained description, which gives as more degrees of freedom. One of the main motivations for

identifying the similarities between neural networks and image pyramids is to employ learning algorithms

on pyramids. It should be noted that Task II.3 is also concerned with learning. However Task II.3 will

study \symbolic learning" while we propose to use connectionist methods. These two approaches are

complementary however a comparison of the results will be done.

2.1.3 Proposed Research Topics

With respect to feature extraction, this project shall investigate in following problem areas:

1. Robust techniques for extracting and grouping contour-based features (e.g., pyramid techniques).

2. Alternative features that are inherently more reliable.

3. E�cient techniques for feature grouping (perceptual organization).

In the above areas, the project intends to produce new insights in following actually open problems:

Properties of irregular pyramids

The local constraints that are used for the generation of irregular pyramids produce certain unwanted

side e�ects:

� Distances between cells at higher levels need not be greater than in the levels below (as proven in

[Kro90]).

� Any cell in the pyramid should have a limited number of neighbors at the same level. This is an

important property needed for example for e�cient addressing and indexing. It is not clear so far

how such a property can be imposed on irregular pyramids.
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� The requirements of the processes is that they are local and independent of one another, which

gives the possibility of parallelizing the algorithms. For the concept of dual pyramids we require

the planarity of the graphs. Cases where we do not have the planarity (e.g. 8-connectedness) require

a di�erent concept.

� Extend the results of 2-D decimation to higher dimensions, e.g. 3-D and 4-D irregular pyramids.

Dynamic adaptation of the pyramidal structure

Decimation pyramids adapt their structure to the data of a static image. To apply the same procedure

to dynamic images (with e.g. moving objects) a new structure would have to be created an top of every

image of a sequence although there will be only small changes between temporally adjacent images. We

therefore search for strategies to modify a given irregular pyramid to accommodate small changes in the

base image while maintaining decimation properties.

Irregular curve pyramids

In a square grid a curve crosses the boundary of a cell at two of the four sides of the square. If a cell in an

irregular pyramid has a bounded number of sides, the same concept can be applied to de�ne a symbolic

curve representation.

Add new primitives to the curve pyramid

When curve segments are generalized certain properties get lost. E.g. adjacent corners could get merged,

antiparallel contour segments become one curve segment although they represent a grey level cross pro�le

(ridge) di�erent from contours (edge). In some cases contour segments should have an orientation if grey

levels on the right side are brighter than on the left side. Enhance the descriptive power of pyramidal

cells. In particular, extend the existing symbolic curve representation scheme to include also line crossings

and junctions.

Symbolic Pyramid Matching

Identi�cation of parts of objects as parts of an image needs matching. Burt's pattern tree [Bur88a]

is an example how matching can be done e�ciently within a pyramid structure. Using the robustness

measurements derived in [FK89] matching strategies should be developed that allow e�cient and robust

shape matching.

Symbolic re�nement of symbolic pyramids

Let C(i) represent level i of a symbolic pyramid. Find detail (or di�erence) representations D(i) that

allow reconstruction of C(i) given C(i+ 1) and D(i) in analogy to Burt's Laplacian pyramid [BA83] or

Mallat's wavelet representation [Mal89].

Gray values from contour lines

In the dual concept curve segments are detected in the grey level image by local detectors. Using simple

multilevel thresholds the image can be reconstructed from the curves with a few extra seed pixels (e.g.

at local extrema).
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Control strategies in pyramids

Image data are input to a pyramid at the bottom level and are propagated upwards. In higher levels

information is collected that often allows hypotheses about the expected image content. Such hypotheses

can be veri�ed by processes that step down to the lower levels to check certain properties. This implements

some sort of focusing. 'Higher level cells tell their children what to look for and where to search it'. Control

strategies must be found that combine both bottom-up data 
ow and top-down control 
ow. Speed-ups

could be achieved by allowing a certain degree of asynchronous processing.

Irregular curve pyramid as a model for perceptual grouping

One method to accumulate evidence during perceptual grouping is referred to as recursive application

of structuring by Lowe ([Low85], page 42f). This process �ts very well into a (irregular) pyramidal

framework. In particular the research will focus on the following topics (note also the relation to Task

II.2):

� Straightness: Transfer of the RULI-chain code algorithm to curve pyramids;

� Gap bridging;

� Crossings and junctions as new primitives.

Hierarchical neural networks

The main objective of this research is to exchange knowledge between neural networks and image pyra-

mids. In particular we would like to study:

� The concept of symbolic pyramids in a neural framework. Especially the development of new

primitives by employing learning algorithms.

� Apply learning algorithms to pyramids. In particular we are interested in unsupervised learning

schemes which develop optimized representations at the reduced levels. Especially the principle

of \Maximum information preservation" (cf. [Lin88]) provides an reasonable approach in this

direction. Some learning algorithms which will serve as a starting point are Oja's rule [Oja82],

Autassociative Back-propagation [RHW86, BH89] and the algorithms developed by Linsker [Lin88,

Lin86].

� Attention mechanisms for hierarchical neural networks. There exist a lot of speci�c mechanisms for

focusing attention in neural networks (e.g. citeTsotsos91a, Milanese90a, Olshausen92a). However

most of these models are concerned with mechanisms to implement the focus of attention use only

simple techniques to determine the part where to focus attention. In particular we would like to

answer the question, which information allows us to focus our attention at a certain region of an

image. This part is also closely related to control strategies in pyramids, and to the models of

perceptual grouping of this task and the of task II.2.

2.1.4 Previous Work

There exists extensive knowledge and experimental software for simulating parallel processes on pyramidal

structures. Experiences with di�erent types of reduction functions to build a gray level pyramid are

described in [Her87, KP87, KH88].

Several contributions concern the symbolic representation of curves in pyramids [Kro85a, Kro86d,

Kro86a, Kro87, FK92a, FK92b], necessary and su�cient conditions for the recognition of straight lines
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[Toc87, KT89], and shape patterns such as extrema of curvature or corners [FK89, Fer89, FK92b]. A

combination of gray level pyramid and curve pyramid has been used to preserve contours during reduction

in the gray level pyramid [Kro87, Kro88a, Paa87, PK88].

There has been theoretical work on irregular pyramids [KM91, KM92, Kro92], and irregular curve

pyramids [KW92a, KW92b, KRWW, KW, KW92c]. It could be proven that the dual graphs of irregular

pyramids have bounded degrees. Software implementations are currently under work.

The theoretical backgrounds have been developed in close contact with one of the centers for mul-

tiresolution methods, the Center for Automation Research (CfAR) at the University of Maryland. The

continued contact with the CfAR has lead to many new aspects in the theoretical foundations of irre-

gular hierarchies [Kro90]. Another cooperation has been established with the image processing group of

University Joseph Fourier in Grenoble (IMAG-TIMC). There is also strong interest in irregular pyramids

in this group. IMAG and PRIP with other European partners (Ruhr University Bochum Inst. for Nero-

informatik, and University Leiden) participate in an ERASMUS program, and a HCM program is planed

for the near future. We hope to continue this fruitful cooperations.

A somewhat complementary approach are the works with T. Yamaguchi where the building principles

of irregular neural networks with hierarchical structure such as Fukushima's Neocognitron have been

implanted into the regular classical pyramid [YK89a, YK89b]. Several papers discuss the relationship

between image pyramids and neural networks. In [BK93c, BK93b, Bis91] we have presented a general

framework. In [BK93a] we discussed how to use Hop�eld neural networks for constructing irregular

pyramids. In [BK93c] we have shown how to describe the curve pyramid by a neural network. In

[Bis93, Bis92] we outline some preliminary results of learning in a pyramidal framework. Some work on

focusing attention in hierarchical neural networks has appeared in [BP92b, BP92a, BH93].
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2.2 Polymorphic Structural Feature Detection and Matching

Task leader:

Dr. Wilhelm Burger,

Department of Systems Science,

Johannes Kepler University, Linz.

2.2.1 General Description

Current approaches to structural object recognition are typically based on a single type of structural

primitives. This limits the applicability of these techniques to a very restricted type of scenes and provides

poor performance in general. The combined use of multiple types of structural primitives promises

increased recognition performance and reliability and allows to cover a broader range of scenes, including

complex natural scenes. In this part of the project, we want to investigate the full potential of such a

\polymorphic" structural approach and develop methods for overcoming the technical di�culties involved.

2.2.2 Detailed Problem Statement

Structural object recognition is based on the idea that the appearance of objects can be described by

visual primitives (called \features" or \tokens") and the spatial relations between them. In the structural

approach, the spatial relations between features are expressed explicitly to improve the speci�city of the

description. This is the reason that structural descriptions are preferred over evidence-based descriptions.

For the purpose of visual object recognition, we must distinguish between two di�erent forms of

structural descriptions:

1. the structure of the true object (i.e., in the three- dimensional reality), called the object model;

2. the structural description of the appearance of the object in the image, called the object's image

description.

2-D and 3-D Structural Features

Similarly, two di�erent types of image features can be extracted: those that are directly related to the

3-D shape of the object (or part of it) being viewed, and those features that result from the 3-D to 2-D

projection. In addition to the problem of detecting both kind of features in intensity images, the latter

type also causes ambiguities since part of the 3-D shape information is lost during the projection. The

essence of the recognition problem is to relate the structures found in the image with the underlying

object models. Other important issues involved in structural recognition are (a) the adequacy of the

representation for the kind of objects encountered, (b) the selection and extraction of visual primitives, (c)

the description of the spatial relations between primitives, (d) the problem of matching image structures

to models, and (e) the inference of structural object descriptions from examples.

Feature Selection

The selection of suitable shape primitives is of central importance. For e�cient recognition, tokens should

be most expressive in the sense that a combination of only a few of them (or even a single token) can

facilitate object identi�cation [Bie87]. On the other hand, the available shape primitives should be general

enough to model a large range of object categories. Tokens should also be detectable from images reliably

in a bottom-up fashion, and be non-incidental, in the sense that they are unlikely to occur from random

con�gurations in space.
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Today, most structural approaches are based on a single type of shape primitive, usually straight

line segments. Although these features are relatively easy to extract from the image and well suited

for many man-made objects, they are not adequate and reliable for most complex natural scenes. In

fact, the poor performance of most current image understanding systems in natural environments can be

attributed mostly to their reliance upon a single feature type. The focus of this project part (2.2) is to

develop methods for using multiple feature types for structural object recognition in a cooperative and

complimentary fashion. We refer to this as a \polymorphic structural approach".

Matching Structural Descriptions

Assuming that both the contents of the image and the contents of the object model(s) are given in the form

of structural descriptions, a matching procedure must solve the following three problems simultaneously:

1. Selection Problem: determine which image tokens belong to the same object.

2. Identi�cation Problem: determine the identity of the structure, i.e., invoke the right object model.

3. Association Problem: assign the right model component to each image primitive.

Except for trivial con�gurations, none of these three problems can be solved without solving the other

two. The selection problem cannot be solved without knowing the identity of the object and collecting

those image tokens that are required by the model. Selecting the right model is not possible unless at

least some of the image tokens have been assigned to model primitives which, in turn, requires solving

the identi�cation problem. In summary, this turns structure matching into a complex search process in

a large space of alternatives.

Formalized as a graph-theoretic problem, matching structural descriptions is equivalent to �nding a

morphism between the primitives in the image and the model, such that the structure is preserved. This

problem is known to be NP-hard, i.e., generally the amount of computation grows exponentially with

the number of structural elements.

Reducing Search Complexity

The search space of the matching process can be reduced mainly by three means: (a) using more expressive

tokens [Ett88], (b) assembling image tokens that are likely to belong to the same object (grouping), (c)

making a good guess for the object's identity (indexing), and (d) by using heuristic constraints to rule

out unlikely hypotheses at an early stage [Gri90, Gri91]. In addition, structural similarity measures o�er

a way to match substructures without directly associating their individual elements.

Grouping and Indexing: When all sensory data under consideration are known to belong to a single

(known) object, the expected amount of search is quadratic in the parameters of the problem and linear

in the number of data-model pairings. This assumes that (a) the token selection problem and (b) the

indexing problem are correctly solved. Therefore, the pre-selection of scene tokens can e�ectively reduce

the amount of search but, unless pre-selection is perfect (all selected tokens indeed belong to a single

object), search is still exponential in the worst case. If indexing fails, i.e., the wrong model is used, search

is also exponential, under otherwise perfect conditions.

Current perceptual grouping methods [GB87, Low87, Sau90] are mostly based on

(i) a single type of primitives and

(ii) prede�ned grouping rules that are not adapted to the application domain.
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Although the resulting simple representations and grouping criteria can be evaluated e�ciently and the

object descriptions are independent of the problem domain, the traditional grouping approach has several

disadvantages:

(a) The perceptual \saliency" of groupings between di�erent types of primitive features is not used.

(b) Groupings based on a single feature type are inherently brittle.

(c) Fixed, domain-independent grouping rules are not optimal for unknown and dynamically changing

environments.

Early Termination of Search: Early termination of the search process [Gri91] is based upon local

unary and binary constraints applied to pairings of scene and model tokens. These constraints are used to

rule out interpretations before the full depth of the interpretation tree is reached. In e�ect, this combines

heuristic search with constraint satisfaction or consistent labeling (\constrained tree search"). In order to

achieve polynomial time recognition algorithms, the ratio of clutter tokens and real object tokens must be

kept below a speci�ed bound (which is given). This again suggests the use of a pre-selection mechanism

for grouping tokens that are likely to belong to a single object.

Use of Structural Similarity: Graph morphisms are a very strong notion of equivalence. In the

strict sense, two graphs are considered equivalent (i.e., isomorphic) when a 1:1 mapping exists between

their nodes and the labels attached to the corresponding arcs are identical. This form of equivalence is

not realistic in structural recognition for various reasons. First, it requires a �nite set of possible node

labels. Node labels, however, represent properties and spatial relationships of tokens, including distances,

angles, etc., from a potentially in�nite range of values. Secondly, to be of practical use, matching must be

tolerant against spatial variations to a certain degree. Consequently, instead of searching for structural

equivalence, the matching process should look for structural similarity that can be quanti�ed by a suitable

distance measure. A classic example for such a distance measure is the model proposed by Fischler and

Elschlager [FE73], where the spatial relations between tokens are abstracted as elastic springs. The

matching distance used is a function of the spring loading, among other parameters.

The use of a matching distance instead of a matching predicate turns the original graph matching

problem into an optimization problem, with the goal to �nd the \best match" among a large number

of possible ones. Practical graph matching techniques are often characterized by the use of heuristics to

avoid exhaustive search. Examples are backtrack search algorithms [BB82], association graph techniques

[ABB

+

75], relaxation labeling [BF84], and various hashing schemes [Bre89, LW88]. Considerable work

has been done towards structural recognition in industrial environments, particularly under occlusion,

i.e., when objects are only partially visible [AF86, BM87, BC82, KJ86].

Other Strategies for Reducing Search: Ordering of structural tokens can signi�cantly reduce the

required search e�ort compared to regular combinatorial search. As argued in [SMS87], where tokens

are ordered according to their distances from the object's centroid, practical matching algorithms must

execute in polynomial and not exponential time. Multi-stage strategies are another alternative to improve

matching performance. The computational advantages of a 2-stage matching process are examined in

[SR89]: First, a subgraph of the model is selected and all possible matches with the scene are evaluated.

The smaller the chosen subgraph, the fewer matches have to be tried, but the number of acceptable

matches and thus the work necessary at the second level will be higher. An essential statement is that

the threshold for accepting a subgraph match depends upon the size of the entire model graph and not

upon the subgraph only. This guarantees that expanding a rejected subgraph match will never result in

an acceptable total match. It is show in [SR89] that the total matching costs are minimal for some �xed

subgraph size. However, this is not necessarily the case with geometrically constrained graphs.
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2.2.3 Proposed Research Topics

The main goal of this project part is to develop the polymorphic structural approach for increasing the

robustness and e�ciency of structural object recognition in complex natural scenes and with partially

occluded objects. The main focus of this work is on the following subproblems:

A. Detection of Polymorphic Features;

B. Structural Object Descriptions with Polymorphic Features;

C. Grouping, Indexing, and Matching with Polymorphic Structural Features.

Adaptive and learning techniques (see also Task II.3) will be considered for some of these problems,

particularly for those related to object modeling.

Detection of Polymorphic Features

We plan to investigate the following structural primitive classes with respect to their detectability, des-

criptiveness, robustness, invariance properties, and ambiguity:

1. Contour-based primitives, such straight line segments [BWR89, BHR86], parameterized curve seg-

ments [FH88, Leo93], corners [BR92, CVK91, GD91, aSN90], and multi-scale curve descriptions

[LE92, Sau90]. This will include results obtained the work described in Task II.1.

2. Region-based primitives, such as classical region segmentations [KR84], local homogeneous blobs

[Bur88b, Heu92, LE92, RS88], and oriented wavelet patterns citeBovik92,Mallat90. In particular,

we will investigate the use of Gabor wavelet patterns for performing recognition under moderate

variations of scale and object aspect.

3. Qualitative 3-D surface primitives, using invariance characteristics derived from di�erential geome-

try, based on the promising results from our current work [Sar92, Sar93].

Extraction methods are already available for some of these feature classes (contained in various soft-

ware packages, such as KBVision, KHOROS, OBVIOUS, etc.), while suitable methods still need to be

investigated or newly developed for others. In particular, additional work is needed for the blob detectors,

the oriented wavelet patterns, and the qualitative 3-D surface primitives. Also, some e�ort must be spent

to adapt existing feature detection methods and make them available in a common software environment.

Grouping, Indexing, and Matching with Polymorphic Structural Features

Polymorphic Grouping: Grouping is a powerful strategy for combining structural primitives into

more expressive aggregates. It can dramatically improve object model indexing and reduce the search

complexity. While techniques for grouping primitives of a single type are well developed (e.g., for point

sets, straight line segments, and segmented regions), no general methods are available for grouping

di�erent structural primitives. One of the di�culties involved is that di�erent primitives mostly share

only a small set of common properties. E.g., some primitives have an orientation property, while others

don't. Consequently, a distinct evaluation function is required for each allowed combination of feature

types.

However, \polymorphic groupings" o�er a much greater expressiveness than \homomorphic" grou-

pings of the same number of primitives. Thus, to achieve a certain degree of indexing power, the number

of primitives needed in polymorphic groupings can be kept relatively small. We can therefore be quite

selective with respect to the set of permissible feature class combinations, which also reduces the number
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of distinct evaluation functions. Similarly, the overall complexity of indexing and matching is reduced by

using smaller but more expressive assemblies of structural tokens.

In current approaches, the grouping rules and grouping evaluation functions are static and speci�ed at

the syntactic level for e�cient bottom-up detection of salient groupings [DW89, GB87, Sau90]. However,

the e�ectiveness of such general grouping criteria will strongly depend upon the relevant objects in

the application domain. E.g., searching for parallel lines is e�ective for certain man-made objects but

not in most natural scenes. Thus we want to dynamically adapt the grouping rules to the corresponding

application domain, taking into account the objects encountered in this domain, their relative importance

in the given task, and the (polymorphic) features used for modeling these objects.

The main subtasks are to develop

1. the database of perceptual relationships,

2. evaluation functions to measure the \saliency" of high-order polymorphic groups, and

3. e�cient grouping algorithms that can handle polymorphic structures.

Indexing and Matching Indexing and matching are complementary processes in structural recogni-

tion and often incorporated in a hypothesize-and-test strategy:

Indexing is used to narrow down the set of possible object or subpart categories, by evaluating certain

properties of a given image feature set. While geometrical invariance is considered important

for indexing based on point sets and straight line segments [MZ92], combinations of polymorphic

features carry high indexing power themselves. The connection between grouping (see above) and

indexing are strong, because grouping supplies the token sets for indexing.

Matching is performed by explicitly hypothesizing correspondences between image tokens and object

model entries. Indexing can e�ectively reduce the number of matches to be evaluated. Matching

hypotheses requires a metric that allows to measure the distance between image features and entries

in the model base. In contrast to single feature type approaches, new and speci�c distance measures

must be developed for the polymorphic approach. The combinatorial advantages resulting from the

use of polymorphic features will be analyzed and veri�ed under realistic conditions.

Structural Object Descriptions with Polymorphic Features

Object models in this approach are viewer-centered descriptions based on the spatial arrangement of

structural features. Each object model consists of a set of distinct aspects of the corresponding object.

The number of di�erent aspects needed to su�ciently describe an object depends mainly on the object's

complexity, viewpoint dependency, and the number of \common views" related to that object. Individual

aspects are related to each other by an adjacency relation de�ned on the \view sphere", such that

intermediate aspects can be inferred if necessary. Each aspect is, in general, a multi-scale representation

that refers to structural details at a range of di�erent resolutions. In this context, the relationships

between polymorphic features at di�erent scale levels presents a challenging area of investigation.

To successfully cope with natural objects, the representation must accommodate a certain degree of

object variability. The traditional rigid structural descriptions are not adequate for this task. We propose

to use structural constraints of varying rigidness for handling object variability:

� strong structural constraints for describing local structural details, and

� weak structural constraints for describing larger structural aggregates.
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In addition to providing tolerance against object variability, the use of weak structural constraints at

the global object level also reduces the search complexity during recognition. Also, there appears to be

evidence [Cer86] that similar forms of representations may exist in biological vision systems.

2.2.4 Application to Automated Document Processing

Theoretical concepts need to be demonstrated in real-world applications in order to be valuable, which is

of particular importance in an engineering domain such as image processing and computer vision. While

results of the previously described concepts will be shown on several other types of real images, we want to

pursue automated document processing as a major application at the systems and implementation level.

By working on basic methods and a corresponding application at the same time, we expect synergy e�ects

and increased overall motivation. While short-time scheduling often leads to compromise solutions in

industrial development environments, this project would provide the opportunity to produce engineering

solutions based on solid scienti�c grounds.

Problem Description

Public utility companies (such as electrical power, telecommunications, water, and gas companies)

maintain wide-area network facilities that require extensive documentation and planning. While a large

part of this engineering e�ort is still done in traditional paper form, there is a great demand for com-

puterized support. The use of computer systems for utility network documentation will provide easier

maintenance, increased accessibility, higher accuracy, and reduced cost. It will further allow new types

of network analysis that were impossible to perform without computer and CAD support. For example,

the prediction of cross-coupling e�ects between high-voltage power lines and nearby wire-based commu-

nication equipment is an important engineering factor.

A central problem, however, is the acquisition of existing engineering drawings, plans, and maps into

computerized formats. This is a very time-consuming, demanding, and thus expensive process. In many

cases, su�cient manpower for performing the conversion in a reasonable time frame is not available.

The desired computerized support should include reliable means for

� precise and reliable extraction of global structural data (e.g., the network components, even when

dashed lines are used),

� interpretation of network properties (e.g., thick lines have a di�erent meaning than thin or dashed

lines),

� extraction and interpretation of symbols

� extraction of written text,

� e�cient means for human interaction and correction.

While several vendors of computerized geographical information systems (GIS) provide utilities for

digitizing and converting existing plans, the capabilities and robustness of these systems are reportedly

not satisfactory and the additional manual e�ort remains unacceptable. What we are faced with is a

classical image interpretation problem that cannot be solved with graphics and image processing tools

alone. The technology and scienti�c knowledge developed in other parts of this joint project provides a

solid basis for solving this problem. In particular, the techniques related to structural scene analysis and

object recognition developed in project parts II.2 and II.3 will �nd direct applications in this problem

domain. In return, the work on real engineering problems like this will allow us to e�ciently verify our

theoretical results.
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Proposed Research Topics

The focus of this project part is to implement a modular software system for performing intelligent

technical document acquisition and processing. A commercial document processing environment will

serve as the base system. The software developed in this project will consist of a set of dedicated modules

that introduce the required functionality to the base system or enhance existing facilities.

The focus will be on the following problem areas:

1. Decomposition of technical schematics (blueprints) into semantic components;

2. \Intelligent vectorization" of line art (e.g., managing thick lines, gaps, dotted lines, merging of

elements, color).

3. Extraction and recognition (interpretation) of text components under varying orientation and style.

4. Consideration of explicit sensor models for the document scanning process.

5. Integration with graphical databases.

6. Integration with topographical maps.

7. Combination of multi-source network schematics (e.g., power, telephone, water, natural gas, rail-

road, highways).

8. Visualization of speci�c simulation results (e.g., crosstalk e�ects, electrostatic / magnetic �elds,

noise).

Implementation Issues

System development will be performed on general-purpose UNIX workstations with intensive graphical

support. Original data will be provided by public utility companies. With respect to the software

implementation, we will emphasize the following issues:

1. Use of an extendible commercial base software.

2. Clean interface speci�cations to the new software modules.

3. Use of standard programming languages and interfacing techniques (e.g., inter-process communica-

tion).

4. Use of commercial software for the problems requiring online character recognition (OCR).

Deliverables and Technology Transfer Path

The system to be developed in this project will be directly applicable for on-site use at public electricity

companies, including local and national suppliers. In addition, the system will be easily adaptable for

use at agencies with similar requirement pro�les (such as communications, gas, water, and railroad).

The technology developed here will be made available to non-academic personnel in the form of

documentation and training seminars. On request, all relevant software developed in this project will be

made available to the funding agency for subsequent use and distribution.

In addition, we will involve and educate a number of graduate students in this project who will then

be capable of contributing to similar projects within the industry itself.
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2.2.5 Previous Accomplishments

The Department of Systems Science at Johannes Kepler University in Linz has been active in the area

of digital image processing for many years. Speci�c research in computer vision, particularly object

recognition and related areas, began in 1987. Since then, several diploma theses and one doctoral thesis

have been completed in this area.

Various new methods for extracting blob-like image structures were investigated in a thesis by M.

Heumel [Heu92], using a local moment-of-inertia measure to e�ectively avoid full region segmentation.

Two di�erent hierarchical implementations of the Hough transform, which is very popular for extracting

geometrical primitives, were developed in two other diploma theses. S. Grabner [Gra91] used partitioning

of the original image domain to obtain a hierarchical description of straight line segments. F. Schneewei�

[Sch91] developed a hierarchical accumulator space version of both the classical and the generalized Hough

transform.

As part of the ongoing research project, Dipl.-Ing. R. Sara is investigating the mathematical charac-

teristics and potential use of qualitative 3-D surface properties obtained directly from intensity images.

He has shown [Sar92, Sar93] that certain local surface properties are highly invariant under projection

and changing lighting conditions. The resulting qualitative cues will be extremely valuable for 3-D object

recognition. A practical implementation of this approach is currently under way.

The problem of structural feature detection and recognition under highly space-variant image trans-

formations has been studied in [Bur92b, Bur92a]. It was shown that a wide class of spatial image

transformations (cortical mappings) can be used as multi-scale representations of the original image and

allow rapid detection of local and global structures. Currently, a salient-structure detection mechanism

is being implemented that is based on local cooperative computation in the warped image domain.

In connection with an ongoing project funded by the U.S. Defense Advanced Research Agency

(DARPA), Dr. Burger is investigating the use of Gabor Wavelet patterns for the purpose of object

recognition in complex natural images. This research is expected to provide a valuable extension to the

\polymorphic" description framework to be pursued here.

2.2.6 The Role Within This Project

Within this project, strong interrelations exists to topic \Robust Hierarchical Methods" ( Task II.1). In

return, the techniques developed in the context of polymorphic structural feature detection and matching

is also important for structural problems in other projects of this research initiative, such as image re-

gistration, motion analysis, cartography, stereoscopic mapping, remote sensing, and image fusion. In the

area of Gabor wavelets (Task II.2), there will be a close cooperation with teams in Project 1, particu-

larly with Prof. Pichler (CAST.FOURIER and Applications) and Prof. Feichtinger (Numerical Harmonic

Analysis and Image Processing).
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2.3 Machine Learning for Image Understanding

Task leader:

Dr. Wilhelm Burger,

Department of Systems Science,

Johannes Kepler University, Linz.

2.3.1 General Description

Current object recognition and image understanding (IU) techniques lack 
exibility and robustness.

Research inMachine Learning over the past two decades has produced a set of powerful learning strategies,

each having its own merits, weaknesses, and application domains. The use of speci�c ML tools in computer

vision and image understanding is still in its early beginnings. It has already become clear, however, that

ML techniques can be used successfully to improve system performance and robustness. Task-speci�c

adaptation of IU systems is best done by learning on examples. Among several learning applications in

IU, the issue of automatic or interactive acquisition of knowledge for object recognition (acquisition of

object models) is one of the most urging and challenging problems.

In this proposal we focus on the problem of machine learning in connection with structural object

recognition (cf. Task II.2). In particular, this includes the issues of

� adaptive perceptual grouping,

� learning of object models from examples, and

� representation, use, and learning of scene context.

2.3.2 Detailed Problem Statement

Learning and Perceptual Grouping

Model-based, structural object recognition methods require image data to be matched with models in

the system database. Typically, the image data consists of unordered sets of simple geometric primitives

like lines, arcs, and corners. It is well known that the computational complexity of the matching process

is exponential in the number of image features for a given object model. Grouping has been shown

to be an e�ective means for reducing the search complexity in structural matching [Low87]. However,

most current grouping techniques use only perceptually motivated, low-order geometrical relationships,

(such as collinearity, co-termination, parallelism, proximity, etc.), but no object model information, to

assemble simple features of the same type. As a result, the full potential of grouping for solving the

indexing problem has not been realized yet.

Groupings are commonly assembled by either bottom-up grouping criteria or pre-speci�ed prototype

patterns that are searched for in a goal-directed manner (e.g., [TNM87]). The work reported by Segen

[Seg85] addresses some aspects of learning composite structural concepts from examples, however, no

results have been shown on real images. The use of a small set of �xed bottom-up composite structural

concepts allows e�cient detection in images. Similar arguments hold for top-down search for speci�c

arrangements when the number of possible objects is small. Unfortunately, a small but �xed set of

intermediate structural concepts is generally not useful in di�erent application domains. For using top-

down, model-based composite structures, the number of models is restricted. In either case, the manual

speci�cation of suitable intermediate structures is di�cult.

Learning Object Models from Examples
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Traditionally, object models are developed by a human expert with considerable experience and

knowledge about the application domain. Extensive experiments necessary for reliable performance make

this process time-consuming and costly.

Two di�erent directions have been taken in the past towards automatic object model generation: (a)

approaches that predict 2-D appearance from 3-D models (e.g., CAD-based vision), and (b) approaches

that build object models from the observed appearance of objects.

In CAD-based vision, one assumes that the exact 3-D shape of the objects to be recognized is known.

Using CAD descriptions of an object, one tries to predict its appearance, in particular its visually signi-

�cant features, and to devise a strategy for recognizing the objects [Goa83, HH88, LR87, Low87, Ike87].

Unfortunately, in many applications, CAD models are either not available (e.g., faces, fruits, trees) or

would be too numerous to be practicable (e.g., cars in a tra�c scene).

The idea of using the object's appearance for constructing a model originated in statistical pattern

recognition, where the model is usually built in a so-called \training phase" from real images. The key

idea is to use the same low-level processing steps for modeling and for recognition. [RB84, FHW86,

MH87, YT77] have shown that it is possible to acquire structural object models from real images of (2-D)

industrial parts.

Acquiring object models from real examples is a typical problem of learning-by-example [Bro81, CB87].

The central problem of learning-by-example is to create a valid generalization (i.e., a \concept") from the

observed instances, while keeping the description minimal in some sense. While fully automatic model

acquisition appears to be infeasible for several reasons [Bur89a], we propose that the learning system

is guided by a human instructor in an interactive manner. The aim of the human instructor is to tell

the system \what" to look for in the images and to supply additional semantic information, while the

actual model (i.e., the visual concept) is built by the machine. The details of the model (which may be

extremely complex and non- explicit) should be completely hidden from the instructor. The validity of

the result (i.e., the model base) is primarily judged from its performance in processing other instances.

Use of Scene Context

The importance of context in object recognition and scene analysis has long been recognized as a

powerful source of information [BK74, Tou78]. Unfortunately, successful examples for the actual use of

context in vision have been rare (e.g., [SF91]) and are often limited to a particular task environment. Si-

milarly, the importance of context in speech recognition is well known, although only few real applications

exist (e.g. [KM90]).

In real scenes, objects usually do not appear in isolation but in combination with other objects.

Recognizing an object can be viewed as making a decision, given a certain amount of evidence and

remaining ambiguity. Since the real world is only observed through a projection, the available evidence is

never complete. Humans are known to perform recognition even under minimal evidence as long as other

parts of the scene can be identi�ed. Thus object recognition is not only a problem of accumulating local

evidence (i.e., structural object components) but capturing the evidence available in the entire scene.

2.3.3 Proposed Research Topics

In summary, the proposed work in the area of machine learning for structural object recognition will focus

on the following research topics:

A. Adaptive Perceptual Grouping;

B. Learning Object Models from Examples;

C. Representation, Use, and Learning of Scene Context.
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Adaptive Perceptual Grouping

We propose to develop a learning technique that enables us to automatically come up with new compo-

site structural groups (intermediate concepts) that are useful in the application domain, without being

speci�ed in advance. The key features of our approach are:

1. The use of a two-stage grouping strategy that combines (a) domain-independent perceptual grou-

ping and (b) model-based grouping with a database of high-order structural arrangements (inter-

mediate visual concepts).

2. The use of machine learning to automatically infer the most useful intermediate visual concepts

from real examples.

3. The incorporation of multiple types of primitive features (\polymorphic" features) to participate

in feature groupings instead of a single feature type, which will lead to increased robustness (by

providing redundancy) and indexing power (cf. Task II.2).

Learning of new structural concepts is based on the following criteria:

� Perceptual saliency: A concept must be perceptually salient, i.e., receive a high score in the �rst

(perceptual) grouping stage.

� Operationality: A concept must be describable in terms of the operators that the model-based

grouper is able to perform. For this purpose, knowledge about these operators is supplied in

explicit form.

� Simplicity: Concepts that permit a simple description (i.e., one with few grouping steps / transfor-

mations) are preferred.

� Recognition utility: Only those concepts that are found to be useful in recognizing a particular

object are eventually accepted.

Under the program described in Task II.2, we will develop methods for collecting structural primitives

of di�erent types (e.g., lines, arcs, parametric curves, blobs) into polymorphic groups, using a set of

perceptually signi�cant spatial relationships. The relationships (e.g., proximity, collinearity, symmetry,

relative size) being used depend upon the type of elements contained in each particular group. The

purpose of this initial bottom-up grouping process is to supply an ordered set of composite structures

that have a high probability of being semantically meaningful.

A collection of intermediate structural concepts is created and maintained by a learning scheme based

on Conceptual Clustering (CC) [SM86]. The major steps in this task are

� the development of a suitable representation for high-order polymorphic feature groups which can

also express their variability,

� the adaptation of CC for learning parameterized geometric concepts and its implementation in

software, and

� the development of e�cient matching algorithms that can make use of the polymorphic nature of

the feature groups.

The advantages of the proposed approach are that

(a) new intermediate concepts are developed directly in the context of the application domain using

Conceptual Clustering;
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(b) intermediate concepts are guaranteed to be signi�cant for recognition and can still be extracted

bottom-up;

(c) e�ciency of indexing into the model-base using intermediate concepts is increased.

Learning Object Models from Examples

The goal of this project part is to investigate the possibilities of semi-automatic construction of object

models from real images by a learning system. We propose that this system is supervised by a human

instructor who aids the system in determining the relevant objects in the given images and who supplies

additional semantic information (e.g., the names of objects).

In particular, this part of the project shall investigate:

1. Prerequisites and limitations of visual learning;

2. Generalization of principal views;

3. Fusion of information from multiple views;

4. Incremental model updating;

5. Modeling spatial indeterminacy and uncertainty;

6. Maintaining model compactness, consistency and robustness;

7. Construction of application world models (long-term memory);

8. Non-verbal interface mechanisms for interactive modeling.

Design of a long-term memory mechanism is an important issue in order to optimize the model base

and to relate new images to examples studied in the past. For this purpose, we plan to employ the ITASCA

object-oriented database system, which provides persistent storage of arbitrary objects (including images

and executable code) and can be accessed from a variety of languages, including C, C++ and Common

LISP.

Representation, Use, and Learning of Scene Context

The key issues related to the use of scene context are

1. Representation of multi-object scenes;

2. Clustering of scenes to scene classes;

3. Semantic object/object relationships in scenes;

4. Use of scene models as context to bias object recognition and grouping;

5. Learning complete scene classi�cation from examples.

A scene is primarily characterized by the objects it contains. E.g., a house scene usually contains

buildings, streets, trees, cars, etc., while an indoor picture will show completely di�erent things. Of

course, the number of possible scenes may be very large and thus there is no obvious way of categorizing

or naming scenes. Instead, we use a probabilistic de�nition of a scene that is based on the probability

that a given set of objects occur together in a scene. E.g., we would not say
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\A house-scene contains the objects house, tree, car, street."

but rather express the coherence of a scene as the probability that these four objects appear together,

i.e.

P (House ^ Tree ^ Car ^ Street)

Thus we do not classify scenes as such but we want to measure whether a certain collection of objects

is familiar or not by the probability of their co-occurrence. This allows us to work with partial and

new scenes. The key question is how we can use global context for recognizing individual objects. We

assume that objects are recognized sequentially, one by one. I.e., at some point in time t, we have a set of

recognized objects Q(t) = fC
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; C

2
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i
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Q(t) as the global scene context.
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The bias towards an object category introduced by the existence of other objects in the scene can

be described as the semantic adjacency between di�erent objects. Semantic networks [SF85] provide a

useful representation formalism for this kind of knowledge. The learning aspect of the context problem

is how to infer the semantic links in this network from a set of real scenes.

2.3.4 Previous Accomplishments

At Department of Systems Science at Johannes Kepler University in Linz, teaching and research in speci�c

areas of machine learning has been pursued within the last few years, providing a high level of expertise

with its sta� and faculty members (Dipl.-Ing. Th. M�uller, Dipl.-Ing. R. Mittelmann, Dr. H. Pr�ahofer).

This team is also experienced in Arti�cial Intelligence (AI) techniques and the implementation of large-

scale AI-based systems, object-oriented design, and sophisticated user interfaces and has educated a

signi�cant number of excellent graduate students. Dr. Burger has investigated the problem of automatic

model acquisition from examples [Bur89a, Bur89b] and is currently participating in a special DARPA

project on machine learning in computer vision at the Univ. of California at Riverside.

2.3.5 The Role Within This Project

Machine learning is a key technology for signi�cantly advancing the state of the art in computer vision

and image understanding. Although many engineering solutions in this �eld are still accomplished in a

traditional, static methodology, successful future designs will inevitably incorporate adaptive and learning

strategies. Research in this �eld create additional links between image processing and computer vision on

one side and arti�cial intelligence on the other side. It is therefore important to pursue speci�c research

in machine learning as part of Project 2, not only for increasing the awareness for this technology, but

also to create a resource of specialized expertise and make this expertise available to the cooperating

partners.
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Chapter 3

Information Fusion and Physical

Models for Image Understanding

and Navigation

Project coordinator:

Univ. Doz. D.I Dr. Werner Schneider,

Institute for Surveying and Remote Sensing,

University for Natural Resources, Vienna.

3.0 General Problem Statement

3.0.1 Current Situation and Motivation

The following paragraph was published in the Computer Vision part of the `Report on Workshop on

High Performance Computing and Communications for Grand Challenge Applications: Computer Vi-

sion, Speech and Natural Language Processing, and Arti�cial Intelligence', November 1992 [HPC92].

Participants from the Computer Vision Area were: Thomas Huang, Yiannis Aloimonos, Ruzena Bajcsy,

Dana Ballard, Charles Dyer, Tomaso Poggio, Edward Riseman, and Steven Tanimoto. The paragraph

is entitled `Integration of vision modules' (italic emphasis by us). Since this paragraph is a perfect

motivation for our research goals and we fully agree with it, we place it at the beginning of this section:

\A vision system should have the ability to create representations of its visible environment if it is designed to

autonomously interact with its environment and perform various tasks related to navigation, manipulation and re-

cognition. Such representations are needed for several properties of the environment like shape and motion, as well

as color and other material properties. Extraction of these geometric and physical properties of the environment

on the basis of image information is an inverse problem that requires modeling of the image-formation process

as well as the development of geometric and physical constraints relating 3-D information to image properties or

cues.

Research during the decade of the 1980's demonstrated that these inverse problems are undetermined or ill-

posed, i.e., their solution does not exist, or is not unique and does not depend continuously on the data. For

example, recovering 3-D shape using cues, such as shading, texture or contour, are ill-posed problems. The same

holds true for recovering properties such as image motion and discontinuities.

It is becoming clear from work of the past few years that if a vision system integrates information from several

cues, such as motion, stereo, texture, and contour, then several inverse problems become well posed and stable,
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simply because more information is taken into account. A grand challenge for computer vision research in the

1990's is, therefore, the development of a sound framework for integrating vision modules, with the goal of creating

robust environmental descriptions. Although several alternatives could be outlined, it is not yet obvious how one

should proceed towards the solution of this problem. However, it is known that a solution requires a vast amount

of computational power so that multiple processes can cooperatively utilize various image cues and exchange

information in high-speed links."

Project III combines the expertise of three Austrian groups covering several aspects of the above. At

Technical University of Vienna, Dr. Pinz performs research in knowledge based vision, representation,

control, and information fusion. His group will contribute an overall framework, a consistent terminology,

and algorithms for information fusion at all levels of abstraction. In addition, a medical application will be

carried out as a signi�cant application of the fusion framework. At the University of Natural Resources

(Bodenkultur), Doz. Schneider investigates problems of image formation, radiometric calibration, and

interpretation of Remote Sensing images. He aims at the development of physical models of remote

sensing image acquisition and methods of image analysis based on the inversion of these models. At

Joanneum Research, Dr. P�olzleitner has broad know-how in the �elds of 3D vision, real time applications,

stereoscopy, and control theory. He will focus at a complex problem of autonomous navigation depending

on successful integration of di�erent sensors and visual models. Visual navigation is also addressed by

Dr. Ferm�uller, who is currently at the Univ. of Maryland, cooperating with Yiannis Aloimonos in research

on active, purposive, and qualitative vision.

3.0.2 Task Overview

Project III consists of 4 individual tasks corresponding with sections 1{4 of this proposal:

1. Information Fusion in Image Understanding

2. Physical Models for Remote Sensing Image Understanding

3. 3D Navigation and Reconstruction Based on Multiple Views

4. Visuo-Motor Coordination

Task 1 serves as the theoretical `glue', supporting the overall framework of fusion and a consistent

terminology. Furthermore, speci�c algorithms and representations for fusion will be developed and applied

to a medical problem.

Task 2 concentrates on the formulation of a physical model of remote sensing image aquisition (ac-

centuating the radiometric aspect) and on methods to analyse these images by model inversion.

Task 3 and Task 4 deal with navigation and motion aspects of image understanding. The main

goal of task 3 is the development of an autonomous navigation system based on the 3D reconstruction

from multiple views and robust hierarchical feature tracking. Task 4 studies the following capabilities

of a navigational system: independent motion detection, estimation of time to collision, target pursuit,

homing, and hand-eye coordination.
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3.1 Information Fusion in Image Understanding

Task leader:

Dr. Axel Pinz,

Institute for Computer Graphics,

Technical University, Graz.

3.1.1 Problem Statement

Current Situation and Motivation

Most of our motivation has already been stated in the general problem statement, since information

fusion is proposed to support an overall theoretical framework for the other tasks in this project. The

integration of visual modules as an extension of the Marr paradigm [Mar82] is addressed in [AS89]. The

ill-posed problem of inverting the world to image mapping is described in detail in [CY90]. The number

of possible solutions of ill-posed problems in vision can be reduced by the application of constraints

[CY90], by active vision [AWB87, Alo93], or by information fusion [CY90, AS89, Sze89, Hag90]. A

general framework for information fusion in image understanding has not been developed yet, so that it

seems to be an ambitious research goal within this program. In the following, a brief summary of our

previous research activities in image understanding and information fusion is given.

� The Vision Expert System VES: The Vision Expert System was designed to �nd trees in aerial

photographs, a tool of interes for the Austrian forest damage inventory developed at Universit�at

f�ur Bodenkultur, Vienna. Fig. 3.1.a shows an original input image, Fig. 3.1.b a result of the VES

tree �nder. In a dense forest image more than 90% of the trees are correctly identi�ed. The design

of the system [Pin86b, Pin86a] was awarded with the 1985

�

OAGM-Preis (

�

OAGM = Austrian

Association for Pattern Recognition) and its implementation led to the PhD thesis of Dr. Pinz

[Pin88]. Details about the architecture of the system, its multilevel knowledge representation, and

its control structure are published in [Pin89].

� The Vision Station VS: In contrast to the VES, the high level vision part written in LISP

was isolated from the rest of the system and implemented on a dedicated LISP workstation, the

Vision Station VS, controlling the rest of the image processing environment via network. Important

features of this system are: Object representation in Common Lisp Object System (CLOS), process

control using a graph based on a deterministic automaton, and a global blackboard [Bar89, BP90].

� Information Fusion: Our current research is motivated by the observation that many computer

vision and image understanding processes are not very robust. Small changes in exposure parame-

ters or in internal parameters of algorithms can lead to signi�cantly di�erent results. A combination

(fusion) of these results is, under many aspects, pro�table. An extended fusion concept dealing with

di�erent sources of information at external and internal levels was introduced and the process of

fusion was de�ned [PB92a]. In the past, we restricted ourselves to �nd solutions for fusion at

isolated levels. In our remote sensing application, we fuse sources at the image level [PB92b] and

at the image description level [BP92b, Pin91]. In our medical application, fusion is performed at

the image description level [PB92b, PD92a]. The fusion framework and future research issues are

outlined in more detail below.

� Applications: There exists experience in two major �elds of applications, both related to inter-

pretation tasks:

1. Remote sensing: Finding trees in aerial photographs (e.g. [Pin91]), and classi�cation of aerial

and satellite images (e.g. [BSP92, BP92a]). The fruitful cooperation with Univ. f. Bodenkultur

(Doz. Schneider, DI Bartl) will be continued in this project (see also task III.2).



110 CHAPTER 3. PROJECT III

(a) Original Input Image (b) VES Result

Figure 3.1: The Vision Expert System VES Tree Finder

2. Medical image interpretation of the fundus of the human eye (e.g. [DPP

+

92, PD92b]). This

application is based on a cooperation with 1.Univ. Augenklinik (Dr. Datlinger) and is outlined

in more detail in sections 3.1.1 and 3.1.2.

Problem De�nition

The research proposed here aims at the development of a framework for Information Fusion in Image

Understanding which combines knowledge about visual sources (physical models, sensor models), several

levels of abstraction (representation and matching), and classes of image understanding processes. In

this framework the process of fusion is able to actively select the sources and processes of interest (i.e.

to control a fusion based image understanding system) so that we term it active fusion. Fig. 3.2 gives

an overview of our framework. We discuss each of the process and representation icons as well as their

direct interrelations in more detail:

� real world: The real world is in�nite in 4 dimensions (3-D space and time), therefore we can only

observe small portions of it (scene selection). Processing of the images of these portions leads to a

world description either in the computer representation or in the human brain in the case of human

image understanding.

� scene selection: This process is related to the two questions: `What to look at?' and `At which

moment to observe?' (when). If an active sensor (robot head, moving camera, moving robot,...) is

available, it can be controlled to actively select and look at the portion of the real world that is

of interest in the current stage of processing. If more than one scene is selected for a subsequent

interpretation and fusion process, the fusion is complicated signi�cantly (e.g. displacement of

moving objects in time series). Obviously, a selection of di�erent scenes for fusion makes sense only,

if portions of the scene are overlapping in 3-D space or in time, or if an identical object is present

in several scenes.

� scene: We de�ne a scene as a 3-D portion of the world at a certain moment. A scene is selected

by the scene selection process and exposed by a sensor. There are constraints for the 3 coordinates
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Figure 3.2: Our Framework of Active Fusion
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in space due to parameters of the sensing device. A scene has important physical properties (scene

parameters) which have to be modeled and represented explicitly for the subsequent interpretation

processes. Physical models which ful�ll these requirements have to be developed.

� exposure: The scene is exposed to sensing devices. Properties and parameters of the sensors have

to be modeled (sensor models, exposure parameters). Here, the question `How to look at a scene?'

is answered, so that the process of exposure can also be viewed as a sensor selection process. Besides

the control of an active sensor, there are several other possibilities of `quasi active' sensor selection.

In remote sensing, an interpretation system can select the most appropriate out of several sources of

information (satellite image, aerial photograph, radar image, scanner image, certain spectral band).

In our medical application (see section 3.1.1), there are many di�erent sources of information about

the fundus of the human eye, and, depending on the current questions in the course of a diagnostic

interpretation, information has to be extracted from di�erent sources.

� image: As a result of the exposure process, an image is a 2-D representation of the 3-D scene.

Thus the inverse problem of the recovery of the scene often is underdetermined or ill-posed. In our

framework we try to �nd a unique solution by combining (fusing) information from several di�erent

sources. Scene and exposure parameters that lead to an image have to be represented explicitly

together with the image itself to enable proper access by the subsequent fusion process.

� image processing: At this stage of processing, many di�erent processes and sequences of processes

are applied to the input images. This leads to a segmentation of the images into tokens. Features are

extracted and assigned to the tokens, resulting in a kind of `intermediate symbolic representation'

called image description. To control the complete image understanding environment, these processes

and sequences of processes have to be grouped into categories and their properties have to be

represented explicitly.

� image description: In our fusion based image understanding approach, the control strategies

allow multiple processes at all levels resulting in multiple outputs. Even in the most simple case

of only one input image, we can extract many di�erent image descriptions by applying di�erent

sequences of processes to it. In general, we need a representation that enables us to compare these

descriptions (e.g. match certain image objects from di�erent image descriptions), by comparing

features of objects (shape, color, texture, size, location,...) and relations between objects (spatial,

temporal). All features and relations in image descriptions are 2-D. Scene and exposure parameters

are part of the image description.

� grouping, assembly: Grouping and assembly processes work at a higher level of abstraction than

image processing. They use 2-D objects and their features to derive 3-D scene descriptions. Like

for image processing, the grouping and assembly processes must be categorized and their properties

must be represented. In this terminology, the term image analysis can be viewed as a superconcept

of image processing and grouping and assembly processes.

� scene description: Everything that has been said about image descriptions applies here as well.

The major di�erence is that 3-D object models as well as 3-D features and relations have to be

represented.

� fusion: So far, we have described four di�erent levels of processing and of representation. Di-

versity is possible and even desired at all of these levels, so that multiple processing and multiple

representations occur at all levels of abstraction. The purpose of the process of fusion in our

framework is twofold: Strategy selection, and combination of information from several representa-

tions. The strategy selection is required to limit the number of parallel paths, thereby controlling

the image understanding system and avoiding well known problems of computational complexity

and combinatorial explosion. The core problem of fusion, the combination of information from

several representations, can be approached in many di�erent ways. To be able to select the most
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valuable portions of information from the many sources of input, quality measures on the basis of

probabilities for all elements of all representations are required.

� strategy: A strategy consists of at least one sequence of processes (scene selection, exposure, image

processing, grouping, assembly). It is selected and controlled by the fusion process in a top down

manner.

� world description: As a �nal result of processing and representation at all levels, the process

of fusion comes up with a current description of the world as it was sensed by the system. From

the point of view of the fusion process, this world description is better than any single one of

the sources used as fusion input, and the best new output that can be found with respect to

some quality measures. This world description can be related with the real world situation, either

directly by having a robot interact with the real world, or indirectly by a human expert performing

the comparison. If there is a robot action changing the real world, the whole circle of processing

may start again.

Medical Application

Besides being a strong support for the other tasks in this project, the theoretical framework of informa-

tion fusion developed here will be tested and re�ned using a concrete medical application: The fusion

of essential features of the human retina based on Scanning Laser Ophthalmoscope (SLO) images. There

has been an intensive scienti�c cooperation between Dr. Axel Pinz (TU Wien) and Dr. Peter Datlin-

ger (1.Univ. Augenklinik, Univ. Wien) during the past three years. We started with the examination

of age related macular degeneration, a disease of the fundus of the human eye, using fundus photogra-

phs and angiography photographs as our data sources [DPP

+

92]. Currently, we use a Scanning Laser

Ophthalmoscope (SLO) [Nas91] to acquire a variety of fundus data:

� Infrared re
exion images for layer-by-layer fundus analysis,

� Argon-blue image for the detection of the foveal structure,

� Fluorescein angiography to reveal location of subretinal leakage and 
uid,

� Indocyanine-green angiography in cases of ill-de�ned neovascular membranes,

� Static scotometry to measure scotoma (macular areas with a loss of visual function).

Conventionally, these data are `fused' in the brain of the physician, forming a map of pathological changes,

which is the basis for an accurate laser photocoagulation treatment of the patients.

In our previous work, we have focused on the manual registration of these source images to identical

geometry, and on the extraction of essential retinal features [PD92b, DP92]. In [PD92a], we describe a

fusion of already registered features, and in [PB92b], we view the SLO image analysis in our framework

of information fusion in image understanding and line out a possible approach to automatic registration.

Summing up, the SLO examinations are taken by di�erent sensors. Most of the sensors produce 2-D

images, but the scotometry data are already in an intermediate symbolic format. Physical properties of

the fundus of the eye and sensing properties are very well known. Each of these sources is used to reveal

some essential retinal features. Many of the features are only present in one source, a few ones (e.g.

blood vessels) can be detected in most of the sources and therefore be used to establish the necessary

spatial relations for a subsequent fusion process. The `map of pathological changes', which can be the

fusion output, is required by the physicians for accurate diagnosis and succesful treatment of the disease.

From these facts, the SLO application is complicated and at the same time su�ciently well de�ned and

constrained to be an excellent test applicaton for our framework of active fusion.
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3.1.2 Research Goals and Methods

We plan to concentrate our research on the four areas listed below with the main interest in the emphasized

topics (in Fig. 3.3 the most relevant components for each topic are highlighted):

� Active Fusion: Fusion model, source and process selection, framework (see Fig. 3.3.a)

� Representations, levels of abstraction, matching (see Fig. 3.3.b)

� Control, grouping of classes of processes, hierarchies of processes, (see Fig. 3.3.c)

� Combination of information from several sources (see Fig. 3.3.d)

(a) Active Fusion (b) Representations

(c) Control (d) Combination of Information

Figure 3.3: Proposed Research Topics: Fusion
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Active Fusion: Fusion model, Source and Process Selection, Framework

The fusion model (Fig. 3.2) has to be de�ned in detail. To be able to actively select sources, strategies,

and processes, a �rst evaluation of the current situation is required. Important questions to answer

at this point are: What is the goal of the vision task (e.g. which kind of objects to �nd)?, What is

the sensing situation (physical properties of the scene, available sensors, advantages and disadvantages

of each possible source)?, Which strategies are applicable?. After this evaluation, the strategies are

activated and controlled by the fusion process in a top down manner. The question is, how to activate

several sources/sensors/strategies so that there is su�cient diversity for a successful combination, and at

the same time, how to e�ciently constrain the space of possible processes and representations to avoid

unacceptable complexity.

At the University of Massachusetts, an exhaustive bottom up search of the tree of possible strategies

and processes has been investigated in a similar image understanding framework. In [DHR93], the

UMass Schema Learning System (SLS) for acquiring knowledge-directed object recognition strategies

from training images is described. In contrast to our model, this system �rst performs a search on

training images (training phase), then selects one precompiled strategy in the application case, and

�nally applies only this one strategy. Besides wanting to avoid the exhaustive search, we believe, that

there is no single strategy to solve the ill-posed problem, so that we have to activate several strategies and

fuse the results. This proposed research on active fusion and the fusion model will continue our previous

work on a general model of information fusion in image understanding [PB92a, PB92b, BP92a].

Representations, Levels of Abstraction, Matching

In [PB92a] we de�ne the levels of abstraction of our fusion model. These are di�erent levels of repre-

sentation (scene level, image level, image description level, scene description level, and world description

level). As it is shown by the multiple boxes of Fig. 3.3.b, many di�erent representations can occur at

each level. Besides making a decision how to represent information at each level in our system (e.g.

pixel images, tokensets, sets of object frames), a de�nition of all explicit information that is necessary to

compare and match elements from di�erent representations is required. Our previous work on object re-

presentation [Pin88, Pin89, Bar89] resulted in a frame-based [Min75] representation. This representation

will be extended to capture all levels of abstraction and it will be embedded into the KBVision system

(this knowledge based vision system was acquired in FWF project P8785PHY).

Control, Grouping of Classes of Processes, Hierarchies of Processes

In the same way as there are levels of representation, one can identify levels of processes. Besides this

`natural' grouping of processes into levels, a grouping into classes of processes at each level is required.

A class could consist of similar processes, or of processes which have similar representations as input and

as output. To control sequences of processes by strategies, we need to introduce a hierarchy of processes,

where a process at a higher level can select, invoke, and control several processes at lower levels. In our

framework, the active fusion process resides on top of this hierarchy of processes. Similar approaches have

been proposed by Matsuyama (hypergraph [Mat88]) and by Burt (pattern tree [Bur88]). Our previous

work led to a graph-based control structure for the Vision Station VS [Bar89, BP90]. The knowledge

module of the KBVision system includes `strategies' which are represented in schemas. On the basis of

these KBVision `strategies', representation and control structures covering our hierarchy of processes will

be developed.

Combination of Information From Several Sources

Finally, when all the framework is set up and working, the fusion process has to handle inputs from all

representational levels. Information from these multiple sources has to be selected, matched, and combi-
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ned. Many theoretical approaches to the problem of combination of information have been published. In

[AS89], Aloimonos discusses two methods, information compression and Markov random �elds. Markov

random �elds for fusion have been investigated by many authors (e.g. [CY90, Sze89]). Bayesian models

with their prior, sensor and posterior models seem to be a widely used and well suited approach. Howe-

ver, in most cases the authors deal only with fusion conditions where identical geometry can be assumed

for the di�erent sources of the fusion process (e.g. [CGH92, Toe89, Toe90]). We need algorithms to

combine sources of di�erent geometry and at high (symbolic) levels of abstraction. At the lower levels of

our framework, the generalized evidence processing theory of Thomopoulos [Tho90] might be applicable,

but a theory for all levels of abstraction is still an open problem to be addressed in our future research.

Medical Application

Our research goals directly related to diagnostic improvements are:

� Extraction of essential retinal features: Starting from our previous results ([PD92b, PD92a]),

we will include anatomical and pathological knowledge to get more robust results for a variety of

patients and features. Examples of such knowledge are the diameter of the human fovea and the

distance between fovea and papilla.

� Automatic registration: Features which are stable and available in all source images have to

be found, located, and used as control points for registration. Junctions of blood vessels, which

have a similar, but not identical appearance in the source images will be processed, resulting in

comparable tokens in image and scene descriptions. A fusion process which is able to match these

descriptions can also be used to generate pairs of control points.

� Map of pathological changes: Finally, having extracted all essential retinal features and esta-

blished the geometric relations between all sources, the result of the fusion process will be visualized

(superimposition of all essential features). This graphic can either be used for e�cient operation

planning or as an overlay of previous examination results (e.g. pre-operative) over current SLO

images (e.g. post-operative examination).

Besides these `direct' research goals, this application will support a continuous veri�cation and re�-

nement of the theoretical fusion framework under development.
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3.2 Physical Models in Remote Sensing Image Understanding

Task leader:

Doz. Dr. Werner Schneider,

Institute for Surveying and Remote Sensing,

University for Natural Resources, Vienna.

3.2.1 Problem Statement

Introduction: Image Understanding Seen as Inversion of Image Generation

In the following discussion, the terminological framework introduced in task III.1, section 1.1.2 is used:

The image of a scene is generated in the exposure process using a sensor. Detailed knowledge on the

physics of this process is available in principle and can be formulated in a physical model of image

generation (= exposure in Fig.2, task III.1). The task of image understanding with the aim of producing

a scene description from the image (`image processing' and `grouping, assembly' in Fig.2, task III.1) can

then be seen as the inversion of the image generation process. It should be possible to accomplish this

task or at least to support its solution by inverting the physical model of image generation.

The Importance of Image Understanding by Physical Model Inversion for Remote Sensing

Image Analysis

Among the various potential applications of image understanding based on the inversion of a physical

model of image generation, optical remote sensing image analysis is most promising and well-suited for

research in this �eld, for the following reasons:

1. Compared with other applications, the average remote sensing image acquisition situation is re-

latively simple as far as geometry is concerned (uniform view direction, objects (=terrain) can

be taken as 
at in many cases). The analysis of remote sensing images is therefore not further

complicated by geometrical problems.

2. The physics of remote sensing image acquisition is

� known in principle,

� essential for detailed interpretation of the images,

� too complicated, however, to be used explicitly in `conventional' automatic image analysis.

The physical mechanism of image acquisition is well described in the literature [SD78, Sla80, Asr89,

Ree90]. It starts from the terrain illumination by direct solar radiation and by atmospherically scat-

tered di�use radiation, comprises the (directionally and spectrally varying) re
exion at the terrain

surface, includes the atmospheric path radiance, and takes into consideration sensor parameters

such as the spectral sensitivity of the detectors in the di�erent channels etc. { . The �rst textbook

on this topic in German is coauthored by the principle investigator of this project [KS88].

The human interpreter, analysing remote sensing images visually or interactivly on an image pro-

cessing system, uses knowledge about the physical mechanism (including geometrical models) of the

image generation process. The main advantage of this is the fact that scene-independent knowledge

(e.g. on spectral re
ectance characteristics of surfaces) can be used in the interpretation process,

and that disturbing factors (e.g. atmospheric in
uences) can be compensated in a quantitative

manner.

In automatic analysis this knowledge up to now is used, if at all, in a very coarse and implicit

way only. For example, land use classi�cation of an optical satellite image may be based on the
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vegetation index being de�ned as the ratio of an infrared and a red channel. In this case, one

makes use of 2 types of knowledge: (a) that there are disturbing multiplicative in
uences from the

atmosphere and from the illumination on uneven terrain - which cancel out by taking the ratio - ,

and, (b) that di�erences in the terrain vegetation cover can be recognized in terms of di�erences in

the ratio of infrared and red re
ectance.

3. Fully automatic analysis of remote sensing image data is highly desirable because of the large

data volumes, the high expenditure in visual or semiautomatic, interactive interpretation and the

shortage of expert interpreters.

4. The parameters of a physical model of remote sensing image acquisition are of interest not only

as input parameters for performing an interpretation. Some of these parameters may also emerge

as output parameters from the analysis procedure (e.g. atmospheric parameters un
uencing the

spectral signatures). They may subsequently be used in the evaluation of images from a di�erent

sensor. Exchange of model parameters in this sense is a sort of information fusion.

5. The experience obtained from the use of physical models in optical remote sensing image under-

standing may be of even higher importance in the analysis of other image data (e.g. Radar images),

where the interpreter cannot refer to visual practical knowledge at all, but has to rely on physical

explanations completely.

Outline of a Physical Model of Image Generation

The formulation of a physical model is possible only for restricted classes of sensors and exposure situa-

tions. The following model proposed for this work is formulated for remote sensing image acquisition in

the visible, near-infrared and middle-infrared part of the electromagnetic spectrum with photographic or

electrooptic image sensors.

The various data components of the model and the data 
ow are shown in Fig. 3.4. The data 
ow

from the scene to the digital image corresponds to the exposure process in Fig.2, task III.1. The attempt

to invert the model means that one wants to deduce the scene description from the digital image. Scene

and scene description in this sense coincide in this model (compare [MS92]).

For every component, the data representation is given in Fig. 3.4. The equations describing quantita-

tively the relationships between the components are not given here, their formulation (at various degrees

of detail) is, however, straightforward [KS88] with some exceptions (e.g. scene description). For these,

restrictions for the range of application will have to be made.

� The scene is modelled as a set of objects fO

m

g characterized by their geometric properties and

their surface materials.

� A data base of spectral re
ectance curves �

m

(�) for the di�erent materials m as a funcion of

wavelength � is given.

� The spectral irradiance of the scene objects, E(�; �; �), depends on the radiation source (e.g. sun)

with its spectral radiant intensity I(�), and the radiant transfer between radiation source and scene.

For many applications, the atmosphere and its absorption and scattering parameters will determine

this radiant transfer. The relevant parameters in this case are the spectral volume scattering

function �

#

(�) and the spectral extinction coe�cient �

ext

(�) [KS88]. This irradiance depends also

on the scene geometry. � and � are local coordinates on the scene object surfaces.

� The geometric sensor parameters are speci�ed in a notation used in photogrammetry (see e.g.

[KW89]): x

0

, y

0

and c represent the interior orientation and the coordinatesX

0

, Y

0

and Z

0

together

with the angles !, ' and � are the parameters of the exterior orientation of the sensor (e.g.

photographic camera).
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Figure 3.4: Physical Model of Image Generation
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� The spectral irradiance distribution in the detector plane of the sensor, f(x; y; �), can be calculated

from the data components discussed up to now.

� Introducing the spectral sensitivity functions s

k

(�) of the spectral channels k of the sensor and

taking into consideration detector nonlinearities g(f), one obtains the analogue image g

k

(x; y) for

each channel.

� Digitizing the analogue images will �nally yield the digital images g

kij

. The digitizer parameters

are the pixel spacings �x, �y and the sampling function h(x; y).

A number of simpli�cations and reductions have been made when formulating this model. (E.g.:

The re
ectance curves �

m

(�) cannot give a complete description of the re
ectance properties of the scene

objects. Bidirectional re
ectance distribution functions would be necessary for this.) Various adaptations

and extensions of this model can be envisaged.

Geometrical models

A special problem in the quantitative analysis of optical satellite data are the `mixed-pixel' spectral

signatures: The spectral signature of every pixel covering regions of diverse land use categories are a

mixture of the spectral signatures of the categories concerned. A special module for the formation of

mixed pixel signatures based on a geometric model therefore should be included in the image generation

model. Inversion of such a geometric mixed-pixel model makes it feasible to classify land use with subpixel

accuracy.

Preliminary experiments with geometric subpixel models have been performed at the Institute for

Surveying and Remote Sensing [Sch93]. In these investigations, every pixel of an image is analyzed

within the context of its 8 neighbouring pixels. Certain models about the scene pattern within this cell

of 3�3 pixels are assumed, e.g.

� model (pattern) no.1: The scene is composed of 2 homogeneous areas separated by a straight

boundary. 4 parameters are necessary to describe this model (Fig. 3.5.a).

� model (pattern) no.2: The scene is composed of 3 homogeneous areas delimited by 2 straight

boundaries at right angles. 6 parameters are necessary to describe this model (Fig. 3.5.b).

� An arbitrary number of further models can be de�ned. The maximum number of parameters of

any model must not exceed 8.

For every model, the parameters are computed from the 9 given pixel values by least squares adjust-

ment. The sum of squares of the residuals is a criterion for the appropriateness of the model. The model

most appropriate in this sense is �nally selected. The (central) pixel is replaced by a raster of smaller

pixels (e.g. 3�3 pixels of 1/3 of the original pixel size), whose values are computed from the selected

model. If no model could be found (i.e. if the residuals were too large for all models), then the new,

small pixels are all set equal to the one original large pixel.

Following this procedure, LANDSAT TM scenes of agricultural regions could be produced with `resam-

pled' pixel size of 10m. Detail rendering in these images is impressively improved and the number of

mixed pixels is greatly reduced [Sch93] (see Fig. 3.6). The inclusion of this geometric subpixel model in

an image understanding system should enhance the capabilities of the system considerably.

Implementation Problems

The main di�culties in implementing an image understanding system based on a physical model of image

generation are seen in:
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1. the representation of the di�erent types of data in the model: For some of the components of

the model, data representation is straightforward (e.g. radiation source: The spectral radiant

intensity of the sun, I(�), is constant and well known). For other components, data representation

is extremely complicated and cannot be implemented in full generality (e.g. the scene description

itself). For some types of data, fuzzy information is available from the start, which can be re�ned

in the process of running the model (e.g. re
ectance properties of materials: It is known, that the

spectral re
ectance of vegetation exhibits a small relative maximum in the green part of the visible

spectrum, that the re
ectance of bare soil increases monotonously with increasing wavelength, and

that there are no discontinuities in these spectra. The exact shapes of the spectra, however, may

vary from object to object.).

2. the detailed quantitative formulation of some parts of the model, e.g.

� the geometric object description and the determination of the irradiance of the scene objects

E(�; �; �) as a function of their geometry for man-made objects, to be used for describing the

image formulation process for large-scale (photographic) images, and

� bidirectional re
ectance characteristics of terrain cover.

It seems to be necessary to restrict the scope of a physical/geometrical model with regard to these

problems.

3. the control strategy of the system: Various methods exist in principle for the solution of inverse

problems, in particular for model parameter estimation (e.g. [Tar87]). In applying these methods

for the image analysis task under discussion here, the problem of combinatorial explosion [Tso90]

is of major concern. To alleviate this problem, an approach based on a symbolic description of the

image contents (`image description' in Fig.2, task III.1) is advantageous.

State of the Art and Previous Experience of the Investigators

Many attempts to develop image understanding systems realizing various aspects of the ideas presented

here are reported in the literature(e.g. [Oht85, RJ88, Nie91]. Keywords to this �eld are knowledge based

image analysis, computer vision, image understanding and model inversion. The general characteristics

of these e�orts are the attempt to enhance the 
exibility of the system

� by explicit formulation of knowledge,

� by separation of knowledge from control,

� by using a scene-independent representation of spectral knowledge, etc.

The investigations apply to various applications, in particular to those where the diversity of the possible

scenes is restricted, e.g. in industrial automation with a limited number of simple object prototypes,

controlled illumination, etc. [BN86, Kan87, LE89].

The attempts to apply model inversion and image understanding methods to remote sensing image

analysis are still limited and they are often restricted to special problems [Wha89, MH90, FJLS92, PH92].

A general image understanding system based on physical (radiometric) model inversion in the form

outlined here, to our knowledge has not yet been implemented.

At the Institute for Surveying and Remote Sensing experience from previous work relevant for this project

can be summarized as follows:

� Image Understanding: The activities in this �eld are described in more detail in section 1.1.1 of

the task III.1, as they have been initiated by Dr. Pinz working at the Institute for Surveying and

Remote Sensing previously. The work has started with the development of the Vision Expert System
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(VES) [Pin86b, Pin86a] and has continued with the Vision Station (VS) [Bar89, BP90]. Current

experiments concerning the fusion of remote sensing images [BP92b, BS93, BPS93] are performed

within the KBVision environment.

� Information Fusion: From the beginning, the theoretical work in the �eld of fusion has been ac-

companied by investigations on remote sensing data at the Institute for Surveying and Remote

Sensing. Attempts to improve the accuracy of land use classi�cations by fusion of results of a

maximum likelihood classi�er [Wag91] and a neural net classi�er [BSP92] on a pixel-by-pixel basis

are documented in [PB92b] and [BP92b].

In a recent application [BSP93] a Landsat TM image and an image taken during the AUSTROMIR

mission by the photographic satellite camera MKF6 have been fused. The images from these two

sensors di�er in scale as well as in orientaton. From both sources, forests have been extracted in-

dependently and represented as regions with features describing, among others, the morphological

characteristics of the regions. These features are compared to �nd candidates for pairs of corre-

sponding regions. In another approach [BS93, BPS93] the spatial relations between pond regions

(within clusters) are compared to �nd correspondences. Based on the established correspondences,

the scaling factor, the rotation angle and the translation vector between the images are estimated.

This fusion of symbolic information has the advantage that the amount of data to be processed is

reduced and that di�erences due to diverse sensing devices are diminished.

� Physics of remote sensing image acquisition, radiometric calibration: A comprehensive programme is

pursued at the Institute for Surveying and Remote Sensing since more than 10 years for developing

tools for quantitative, computer-assisted thematic analysis of colour infrared aerial photos and

other optical remote sensing images for applications in the various disciplines represented at the

University for Natural Resources (Universit�at f�ur Bodenkultur) which are agriculture, forestry,

water management, regional planning, landscape planning, environmental monitoring etc.

An important prerequisite for the quantitative thematic analysis of remote sensing images is their

radiometric calibration: An image is termed radiometrically calibrated if the algorithm for converting

pixel values to (directional) spectral terrain re
ectance values is known. In this context, extensive

know-how in terrestrial spectroradiometric reference measurements and in the use of these data

for radiometric calibration of both photographic and optoelectronic image data based on physical

models was obtained [SP84, Sch86a, Sch91]. The essence of these experiences is documented in

a two-volume German textbook on Remote Sensing [KS88, Kra90]. The radiometric calibration

method was also applied in the project FEM-Austromir (a remote sensing experiment carried out

on the occasion of the 
ight of an Austrian cosmonaut on board of the Russian space station MIR

in October 1991 [KSEL92, KKS

+

92]).

� `Conventional' digital remote sensing image analysis: These activities started with the project

`Rechnerunterst�utzte objektivierte Luftbildinterpretation' (computer-assisted objective aerial photo

interpretation) �nanced by the FWF (P4489). A digital image processing system was instal-

led and comprehensive software for the preprocessing and analysis of remote sensing images was

developed in this and in follow-on projects (`Schwerpunkt Fernerkundung' of the FWF (S38))

[Sch81, SHP83, SHH84, Sch86b, Sch89a]. More recently, modules to be used and controlled by the

systems VES and VS (see `image understanding', above) as well as for spectral and textural image

analysis with simulated neural networks [BSP92] were added. A system for combined visual-digital

analysis of colour-infrared aerial photos for forest damage assessment was developed to operational

maturity. For this purpose, an analytical stereoplotter has been equipped with a CCD-camera for

real time photo digitizing. The colour information thus obtained is also analyzed in real time, simul-

taneously with the stereo-shape interpretation performed by the human interpreter. Radiometric

standardization as a prerequisite for time series evaluation to assess forest damage dynamics is also

provided for in this method [Man92, Sch89b].
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3.2.2 Research Goals and Methods

The overall research goal of this project is to obtain knowledge and experience in the development of an

image understanding system for automatic analysis of remote sensing images. The system should imitate

as far as possible the reasoning of a human image interpreter and, by fully exploiting the radiometric image

information in a quantitative way, in some respect even surpass the capabilities of a human interpreter.

The goal will be pursued by

� theoretical studies on the detailed formulation of a physical model of remote sensing image acquisi-

tion and on the problems of knowledge/data representation and control in an image understanding

system based on inversion of the physical model, including a geometric model for subpixel resolution

of mixed pixel signatures,

� software implementation of such a system for remote sensing image analysis for land use classi�ca-

tion, and

� explorative use of the system with di�erent types of image data (airborne and spaceborne, photo-

graphic and electrooptic), including the compilation of a-priori knowledge for these problems.

Due to considerable interrelations between these subtasks, they cannot be treated in a purely sequen-

tial way. Instead, after some initial theoretical investigations, software implementation, explorative use

and re�nement of the representation and control structures will have to be pursued in parallel.

Representation

For every component of the physical model as shown in Fig. 3.4, knowledge representation has to be

found. These representations will be chosen with a varying degree of detail, starting with rather coarse

concepts and re�ning the representations later depending on the experiences obtained in the practical

implementation and the explorative use:

The scene object representation will be de�ned on the basis of the data types provided for in the KB-

Vision system. Additional provisions will have to be made to allow for terrain height information as well

as for the representation of man-made objects in large-scale (photographic) images. The incorporation

of subpixel resolution information into the object representation will be investigated.

Suitable representation for spectral knowledge will have to be found, allowing for varying spectral

resolution as well as forqualitative spectral information (e.g.: `Re
ectance in the near infrared is much

higher than in the visible part of the spectrum'). The basic question on the possibility of and the need

for detailed description of directional re
ectance e�ects will be addressed.

A certainty measure will have to be associated with each element of knowledge.

The compilation of a priori knowledge (e.g. catalogue of re
ectance properties of surface materials)

will also be part of this subtask.

Control

Theoretical investigations will be performed to obtain rough estimates of the computational expenditure

for image analysis by inversion of the physical model of image generation

� for di�erent inversion strategies (e.g. simulated annealing),

� for di�erent levels of abstraction of the image description (e.g. pixel level, token level),

� for varying degrees of detail of the individual data components (e.g. allowing for directional re-


ectance e�ects),
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� for a varying number of unknown or uncertain parameters (e.g. atmospheric conditions known and

�xed, or variable?).

Based on these estimates, decisions on the control strategies to be implemented in software will be

made. Practical experiments should then lead to improved and re�ned control structures.

Software Implementation

The previously developed concept for representation and control (Vision Station, [Bar89], [BP90]) will

be adapted for connection to the KBVision System. Representations of image descriptions and scene

descriptions are based on the Common Lisp Object System (CLOS). This tool will also be used for

representations concerning the special requirements of the physical model. In the control graph the use

of parameters describing the physical properties in the image generation process will be added.

A special module for subpixel resolution image analysis according to the geometric models as described

above in section 3.2.1 will be developed and integrated in the system.

Remote Sensing Test Data and Explorative Use of Developed Methods

The investigations and tests will be performed using image data of the following types:

� colour infrared aerial photos (3 channels) of di�erent image scale (1:4.000 up to 1:32.000)

� colour infrared satellite photos (2 channels) of type KFA1000 from Russian space station MIR,

image scale approx. 1:400.000

� multispectral satellite photos (6 channels) of type MKF6 from Russian space station MIR, image

scale approx. 1:3.200.000

� SPOT images, pixel size 20m � 20m (3 channels) and 10m � 10m (1 channel)

� LANDSAT TM images, pixel size 30m � 30m (6 channels).

For most of these images, spectroradiometric re
ectance data of test sites on the ground as well

as spectroradiometric and other data characterizing the state of the atmosphere at the time of image

acquisition are available.

For a start, the scene description will be simpli�ed to a plane thematic map of land use. 10 to 20

categories of land use will be de�ned and characterized in terms of spectral (and directional ?) re
ectance

properties. Reference data (from a geographic information system (GIS), e.g. existing thematic map,

digital terrain model) will be incorporated in the analysis procedure.

Connection with Fusion

The parameters of the physical model of image generation, which are determined in the model inversion

(= image analysis) process, can be considered as part of the image description. Fusion of images of

di�erent geometry from di�erent sensors, which are not registered on a pixel-by pixel basis, has to be

performed at a higher level of abstraction, i.e. on the image description level. This fusion process can

therefore also bene�t from the physical model parameters. Examples are:

� the use of atmospheric parameters derived from the analysis of images from one sensor in the model

inversion process for images of another sensor
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� the transfer of geometric parameters extracted from high-spatial-resolution, but low-spectral-reso-

lution images to the subpixel analysis procedure of low-spatial-resolution, but high-spectral-resolution

images, etc.

Using the remote sensing image data material available for this project as described in 3.2.2, various

fusion strategies based on this idea of model parameter exchange will be examined.

It seems advanteageous to perform these investigations within a wider scope of research on fusion

applied to remote sensing images, in order to be able to assess the potential of the model-based fusion

approach in comparison to other methods. The main goals of our further research on this topic (to be

pursued in close cooperation with task III.1) are:

� selection of morphological and spatial features which can be used to establish correspon-

dences between several sources: Their sensitivity against translation, rotation and scaling will be

investigated especially in dependence of the level of abstraction of the features.

� measures of quality relevant for remote sensing classi�cations: Parameters describing reliability,

robustness, and completeness have to be de�ned within this context.

� time series studies by fusion of data from di�erent years of acquisition, with the aim to obtain

information on land use changes.
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3.3 3D Navigation and Reconstruction Based on Multiple Views

Task leader:

Dr. Wolfgang P�olzleitner,

Institute for Digital Image Processing,

Joanneum Research, Graz.

3.3.1 Problem Statement

Navigation and imagery used by autonomously operating devices (robots, vehicles, submarines, industrial

automation systems) require methods that are able to derive the elevation map (DEM) or 3D structure

of a surface to be inspected, measured, or traversed. One approach to acquire this information would

use robust automatic computer vision methods and various types of sensors (lasers, interferometers,

cameras). The development of novel stereo vision techniques for this task is strongly required to achieve

a consistent surface description. Navigation based on the tracking of arti�cial and natural landmarks on

the recognized surface structure in a further step can lead to fully autonomous behavior as necessary for

any scenario that does not allow human interaction.

The task de�ned in the following sections is geared to develop prototype system consisting of me-

chanical components, electronic hardware, and software for a demonstrator system that can solve the

following 3 generic tasks in a complex three-dimensional scene:

� 3D modeling (reconstruction) of the surfaces in the scene

� Tracking

� Recognition (comparison to a prestored representation of models)

� Navigation

These items are ordered with increasing complexity. For certain industrial applications not all steps will

be required. The modules should be generic in that they should be rather independent of the sensors

used (gray-level cameras, interferometry, etc.).

DEM Generation

Steps of DEM Generation

The automatic generation of DEMs can be split into several steps to be carried out either in succession

or using feedback methods:

1. De�nition of Camera Geometry

2. Preprocessing

3. Matching

4. Error Detection

5. DEM derivation from Disparity Map

[ABG89] describes a set of camera geometries including both the lateral and the axial model of stereo

image acquisition. For the lateral (side by side) geometry, all important relationships between camera

position, o�sets, search space, and resolution are listed there. The aim of the matching step is to �nd

pixel coordinates in one image that can be located in the other stereo partner describing the same real
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world location. Section 3.3.1 lists several currently used matching techniques. To avoid errors in the

disparity map, methods are available that are either contained in the matching process (correlation

threshold, local consistency check, threshold in plausibility image), based upon an intermediate step

(back-matching [Han89]), or check the �nal result after the matching process (edge detection and thres-

holding on the DEM, [Ols90]). To detect these errors it is necessary to establish assumptions about the

scene to be mapped. Several constraints have been de�ned (e.g. smoothness assumption, order constraint,

rigidity assumption, condition of linear variation, assumption of uniqueness and continuity). See [Gri81]

for further explanation of these principles. Having exact knowledge about geometrical parameters descri-

bing the sensing system, the derivation of an elevation model is straightforward. Several photogrammetric

methods are known from literature for the lateral and axial camera geometry [ABG89] as well as for the

more complex case of remote line scanners [RBM89].

Matching techniques

The di�erent matching techniques can be split into 2 parts each of them following special constraints on

the mapped scene:

Grey-level matching

In a recently implemented spatial correlation system [RA91], product moment correlation is used for

matching. [Han89] uses normalized cross-correlation [GGB84], in [BNL90] it is used for re�nement.

[Ehl83] contains a detailed description and comparison of the most important spatial correlation techni-

ques used.

Feature-Based Matching

The major part of the feature-based matching techniques uses edges and/or linked edges (polygons), cor-

respondence of edge orientations [Ols90], zero crossings of Laplacians [Gri85], angle at vertices [GS89],

corner points [CB89], regions [LL90] or chain code [GS89], [RA90]. Local phase properties at di�erent

spatial resolutions are used in [Jen91] and [JJ89] for disparity measurement. One suggestion for combina-

tion of feature and grey-level based matching methods deals with the idea that edge pixels will give a �rst

net of disparity values to be �lled and corrected using the disparities derived from grey-level correlation.

A suggestion similar to this technique is made in [PM90] and [PHS89].

Multiresolution

Hierarchical methods allowing the access to and information transfer between di�erent image resolutions

of one scene are an e�cient tool also for matching purposes. A grey-level pyramid method is described

in [BNL90] using a hexagonal pyramid, and in [Han89], using a spiral top-down search. The feature

pyramid in [Gri85] is built using Laplacians as edge operator, but multiresolution is only simulated using

di�erently sized kernels. A more sophisticated, well described approach is [PHS89], where edges are

segmented.

Autonomous Navigation

Position Initialization

In the area of autonomous navigation many approaches have been published using image sequences to

get information on the motion parameters. These methods have in common that they relate a world-

coordinate system with a camera-coordinate system. This is also called extrinsic calibration. A key to this

procedure is that a minimum number of 3D points must be known in world coordinates. This prerequisite

can be achieved through external sensors (laser range �nders [MM91, Paa92]). To avoid external sensors

in time critical situations, however, we propose a method that uses precomputed elevation models and
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gray-level images to estimate the robot position in a �rst step. This initial estimate is followed by a

re�nement using known iterative schemes, e.g., Kalman �lter-based methods and tracking.

Landmark Tracking

Purpose for landmark tracking is surface relative navigation, i.e., navigation without knowing the exact

absolute position, and hazard avoidance by obstacle detection. The system must have the ability to

� Select new landmarks autonomously since resolution is changing and landmarks disappear from the

�eld of view

� Track the selected landmarks in a robust manner (use Kalman �ltering)

� identify the accuracy of the robot position in order to decide if obstacles are possibly hazardous or

not.

3.3.2 Research Goals and Methods

The main goal of this project part is the development of an autonomous navigation system based on 3D

reconstruction from multiple views and robust hierarchical feature tracking. These two items lead to a

partition of our project part into the following subproblems:

1. 3D Elevation Modeling from Multiple Views

2. Landmark Tracking for Navigation

3. Object Recognition

The latter task is strongly dependent on its robust behavior. This leads us to the decision to provide

two di�erent approaches for this problem which import a high degree of functional redundancy into the

system.

Investigations are planned that lead to the development of an integrated system for the tasks described

above. The following considerations gather the expertise of the research scientists involved in the study.

They should serve as entry point into the project and consolidate the planned activities:

Hierarchical Feature-Vector Matching (HFVM)

Almost all published matching techniques deal with just one or, at most, two di�erent local properties

of an image. A natural extension of this property based matching philosophy is to use a combination

of many of these features that would lead to a signi�cant improvement of the stereo matching step,

especially in terms of robustness. Such a method combines the advantages of several local image features,

whereas the particular disadvantages are equalized by the large variety of features. This new approach of

stereo matching is based upon the idea of creating a feature vector for each pixel (-surrounding) and

comparing these features in the images to be registered [PP91a, PP91b, PP92, PPC92]. The principles

can be described as follows:

1. Create a set of feature images for both the reference and the search image. These features are

derived from local properties in the surrounding of each pixel. The size of the windows depends on

the feature to be calculated. Proper features could be local �lters, local variance, moments, Fourier

and Gabor coe�cients, edge properties, or local orientation and frequency. The feature images have

the same geometries as their input images (reference and search image, respectively). Hence, the

contents of these feature images describes a feature vector for each pixel in both the reference and

search image.
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2. Compare feature vectors of left and right image to get homologous points using the Euclidean

distance as metric.

3. Remove errors and interpolate unde�ned disparities.

This algorithm has two advantages: First, time consumption on sequential hardware is smaller, as the

feature images have to be calculated only once, and the number of features and the amount for vector

comparison is usually one order less than the number of pixels for 2-D correlation.

Second, it is not strictly dependent on a pre-registration step. Even stereo pairs that are rotated

relative to each other or scaled di�erently can be used for the matching, if features are used that are

invariant to these parameters.

Robust Behavior by Multiresolution

Several approaches in stereo vision deal with multiresolution for the generation of the disparity map.

In our case, a 3 � 3 / 4 Gauss pyramid is built for each of the two images. The number of levels

depends on the maximum expected disparity. For each of these levels the above mentioned features are

generated. Beginning with the top level, a disparity map is created for this resolution. For each of the

next higher resolutions, the disparity derived above is used to begin the search in the right image for

the best correspondence on each pixel. Median �ltering is carried out on the disparity map to remove

salt and pepper noise. To provide backmatching (left-to-right and right-to-left), matching is done in

both directions. The result of this process is again a set of unde�ned pixels on the disparity map to be

interpolated.

Hierarchical Feature-Vector Tracking

The tracking problem can be split into at least �ve di�erent steps:

1. Position estimation, and calculation

2. Selection of interest points for tracking

3. Prediction of 2D interest point coordinates in next frame

4. Tracking

5. Position veri�cation and error detection.

Interest Operator

The selection of tracking points is greatly dependent upon the matching algorithm used. In case of

Feature-Vector Matching (FVM), the idea is to select points in the image whose surrounding shows a

large variation in all features of the FVM. This section gives an example of such an interest operator.

Local peaks on the multiplied local variances of the feature images are used as interest points:

1. Calculate features as used for feature-vector matching

2. Calculate local 5 � 5 variance on each feature

3. Multiply the variance images

4. Calculate local 3 � 3 average over the result

5. Calculate local peaks. They are good tracking candidates since the variation of the used features

is large in their surrounding which minimizes ambiguities.
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One crucial task is the initialization of the tracking process. Three possibilities can be listed:

1. HFVM, if no initial data about robot direction of motion, speed and distance of the observed surface

is known. In this case, only a rough estimate of the maximum possible disparity must be known.

2. Extension of the search space in the second frame. In this case initial values for the above mentioned

parameters have to be known with de�ned uncertainty.

3. If initial values are unknown, but some very distinctive objects exist, the �rst estimates of these

values can be derived relying on these objects only.

The �rst case is combined with high computational costs compared with the rest of the tracking process.

However, HFVM is robust against all sources of distortion (geometrical: rotation, shape change by

di�erent viewing angle, di�erent scale; radiometric: Viewing angle dependent albedo di�erence, noise)

and should be used if the second proposed tracking initialization method leads to insu�cient results due

to ambiguities caused by the search space extension.

Tracking Point Matching

The selection of a matching algorithm within the tracking process has to take into account, that local

properties of tracking point surroundings show large variations from one frame to the next, especially at

locations far away from the focus of expansion [BB90]. Simple correlation methods fail for that reason.

As a result, also for tracking the use of FVM is proposed, both for robustness, and for compatibility with

DEM creation.

As �rst step, the locations of the tracking points have to be estimated, as well as the possible position

variations in the 2D images. This can be done using the 3D position of each tracking point and estimated

motion parameters, or using the optical 
ow vectors of the points in the previous frames.

Having estimations for locations of the tracking points in the current frame, the 2D position of each

tracking point is calculated using FVM within the respective search space.

3D Position Estimation - Calculation - Veri�cation

Having disparities and initial 3D coordinates of some tracking points together with calibration parameters

for the camera system, photogrammetric methods can be used to calculate the position and pointing

parameters of the image acquisition platform. With these parameters and the respective parameters

from previous frame acquisitions, an estimation (Kalman Filter, [MR88]) can be made for the next

frame tracking point positions. This data is fed into the matching for position calculation of this frame

acquisition (see above).

Together with the tracking, some frames could be used as stereo pairs (as well as a real stereo setup

for rover imagery). The calculation of a world coordinate DEM can be done additionally to the tracking,

without the real time constraint. With a reasonable delay of several frames, this DEM can be used to

verify and correct the position information derived by the tracking steps carried out while the DEM was

created. Additionally, the use of auxiliary sensors like laser range �nders is used to calculate the position

of the image acquisition platform as well as the initial DEM (frame 0).

One result of the position veri�cation is a set of incorrectly matched tracking points that have to be

removed from the current set. To provide enough points for further tracking, some new interest points

have to be identi�ed at each tracking step. The prediction of their 
ow vectors can be carried out using

several constraints applied to stereo reconstruction methods (rigidity �! linear 3D interpolation, or

smoothness �! 2D Spline interpolation).
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Associative Tracking/Matching

Purpose and Assumptions

In this section we describe a concept of a vision system that is used to navigate the robot using a syntactic

description of the surface and tracked landmarks. The �nal goal is to �nd the position of the robot and

guide it on its path.

Navigation is based on vision by identi�cation and tracking of natural objects or parts thereof (land-

marks). Such objects are restricted to rocky peaks, ridges, valleys, and areas of constant slopes. Among

these landmarks slopes and valleys are the most important candidates for natural terrain.

For the purpose of natural feature tracking we assume that a global high resolution digital elevation

model (DEM) is available from the orbit phase. It is resampled to the current resolution of the imaging

sensor on the robot. In the context of the control of robot relative to the surface it is important to

distinguish between the two goals of obtaining an accurate model of the environment, and determining

the current position within it. It has been widely agreed [DG88], [PPM90] that this process of dynamic

vision can be decomposed into at least two important modules:

1. The automatic generation and update of an highly accurate elevation model (scene description, or

map). This necessitates the combination of multiple-position views of the terrain to give complete

and robust data); Novelty detection, i.e., objects (or potential hazards) that have not been seen

previously (due to occlusion or insu�cient resolution).

2. The use of visual tracking to provide navigation signals for the robot. This tracking procedure uses

landmarks since it cannot fully rely on external sensors.

In this context the problem is that of dynamic stereo tracking used to compute a path through the

3D environment on the surface based on a subset of objects selected as landmarks. The basic strategy is

as follows:

1. After an initialization phase where a full resolution DEM is analyzed, a set of landmarks (primitive

objects) is selected.

2. The processing of subsequent frames is performed on the level of the existing objects. Here any

available path information from external sensors is used in a feedback loop between landmark

tracking and geometrical correspondence of objects to give an updated estimate of their 3D location

as well as that of the robot.

Algorithmic Choices

In terms of the algorithms to be implemented we have two distinct choices. The �rst computes the DEM

at each frame and tracks 3D primitive locations, the second only computes the DEM once and then tracks

on the 2D gray-level images. A mixture of the two approaches is also possible (as will be obvious below)

through the use of a pyramid representation of the DEM as well as the gray-level information.

1. Single frame processing: Here the full DEM generation, recognition and object abstraction process

is executed in each frame. For recognition no information from previous frames is used. This mode

of operation is feasible when � 1 sec of time delay between frames is acceptable. (Transputer

implementation currently going on has shown the functionality on selected types of images, and

has also provided performance data). Tracking is based on the high-level part of objects, where

the segmentation and recognition parts are repeated at each frame. The advantage of this method

is the avoidance of error propagation that may occur in the dynamic tracking procedure described

below.



3.3. TASK III.3 133

2. Interframe (spatio-temporal) coherence: This concept uses feature extraction as described in 1.

only as a starting point. Following an initial recognition in full resolution, tracking is performed on

the 2D primitive objects without computing the elevation model. The problem here is to select the

best level of abstraction for tracking.

Levels of Abstraction

In this section, we describe a major part of the system which is the segmentation of the 2D images or

the DEM into a \background region" and \regions of interest" that may contain various primitives. We

present a brief review, details can be found in [P�ol89]. This segmentation is based on a 3-level hierarchy.

First, pixel-level operations are used to classify pixels locally into �ve model classes. This is done by

Gradient analysis in terms of thresholding and analysis of sign changes. The output is a symbolic pixel

image. Second, this information supports a grouping of pixels into texture elements. These texture

elements are found by assigning symbolic classes to a group of 4 � 4 pixels. The symbolic classes are

derived by 1st and 2nd-order statistics on the symbolic and pixel image derived in the �rst step. The

classes assigned to each texture element and the symbols assigned are summarized in textureelements.

Third, the symbolic description is used to segment the image syntactically.

Combination Choices

The above mentioned levels of representation as well as the two choices (tracking on 2D images and

tracking on DEM) for the algorithms must be combined to get an e�cient real-time system. Note

that for initial object detection it is not necessary to compute peaks as such, but the pieces thereof as

primitives. This basically determines the break point in a hierarchy H1. The eventual determination of

the break points can be found from experimentation.

Matching and Tracking

In an elliptical approximation step each primitive region (i.e., area of approximately constant slope) is

described by a feature vector. The feature set used include the length of the minor and major axis

of the best-�tting ellipse, the orientation of the slope, the size of the region, the mean height of the

region, etc. Also shape related features can be computed during connected component labeling, such as

second order moments, elongation, and orientation. For matching this representation is used to achieve

e�cient re�nement of an initial position estimate. Matching using this representation is basically a graph

isomorphism problem and fault tolerant procedures have been extensively studied. A full set of algorithms

to solve the matching and tracking problem has been implemented elsewhere [LEAB91].

A second choice for matching the new elevation model to the reference elevation model (map) would

be to use the symbolic representation on the level of texture elements or even pixels. Very fast and

e�cient matching algorithms exist for this type of representation. The drawback of this choice is the

bad performance of matching algorithms in cases where the new DEM and the reference are in di�erent

rotation or scaling. In any case, the best level in the gray-level and DEM pyramids have to be selected

to get the optimum compromise between accuracy and speed of computation.

Modules

Low-level part This is the primitive object extractor module (which was shown to run in real time). It

contains the following steps:

� Low-level processing by pixel-level feature detectors

� Grouping of pixels into texture elements in a feature pyramid

� Fast syntactic segmentation into objects
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High-level parts This level deals with the objects (landmark fragments as ridges, valleys, areas of

homogeneous slope) and outputs (1) a classi�cation of these primitives, and (2) tracks the primitives.

� Numeric feature vectors on object level

� Symbolic/numeric decision network for classi�cation

� Initial matching, which is relaxation-based when not only a classi�cation is output, but also the

corresponding area in the map should be located.

� Dynamic matching to provide tracking. This part consists of both a predictor module (Kalman

�lter), and a matching module.

A REALISTIC PROCEDURE

A feasible con�guration is given in the following procedure:

1. Get DEM (Pyramid-based feature-vector matching)

The by-product of DEM computation is a pyramid of DEMs

2. Select appropriate level in the pyramid depending on the required resolution. The level should have

an optimum detail/noise ratio.

3. (Possibly omitted) Describe the DEM by symbolic texture elements. This will provide fast tracking

and recognition rates.

4. Combine symbolic texture elements to objects (ridges, valleys, slopes) by connected component

analysis

5. Use feature vectors to describe and classify objects.

6. Do the same with the prefabricated DEM map model.

7. Use the high-level representation of the DEM and map to implement fast matching and correspon-

dence �nding.

8. When the correspondence between the map and the new DEM is found the position estimate of

the robot can be computed. This estimate is then input into a prediction-update cycle based on

Kalman �ltering techniques.

The �rst 7 steps of the above procedure can be viewed as a bootstrap mechanism that supplies the

initial estimates of landmarks and positions. The following step of dynamic tracking was well studied in

[LEAB91]. The tracking system as implemented in this study can fully be used as the module to follow

steps 1 { 7.

Recognition using Associative Memories

The indexing problem, i.e., memory access by contents rather than by address, plays a central role in

pattern recognition systems. Speci�cally, a signature of a pattern is presented to the memory in order

to output the classi�cation of the pattern. A suitable model to solve the indexing problem is provided

by the Distributed Associative Memory (DAM) [Koh88]. This model, conceptually close to classical

conditioning [Heb49], builds up the memory by associating pairs of key stimulus and response vectors via

a matrix projection operator. Memory retrieval is performed by multiplying (projecting) the unknown

key vector with (on) the memory matrix. The resulting output vector (the recall or recollection) is

either a particular stored data vector or an approximation of it. The recognition device belongs to the

class of linear associative memories extensively studied and compared ([Che], [CT90], and [TC90]). A
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detailed description on how the DAM can be used for pattern recognition can be found in [PW90]. In the

application described here, the problem is to locate a speci�c reference object in the test DEM acquired

by the robot. The speci�c properties leading to the application of the particular recognition system are

its invariance to scale and rotation.

The complete procedure of recognizing objects in a DEM is as follows:

Recognition of Objects in a DEM

Input: A reference DEM containing objects of interest and a test DEM in which the objects should be

recognized. Both DEMs are segmented by symbolic preprocessing as described above.

Output: For each object in the test DEM the recognition histogram is provided by the associative

memory.

Method:

Step 1. In both the reference and test DEMs the largest k objects are selected. This limits the

fragmentation problem as described below.

Step 2. The objects in the reference DEM are used to set up the training base in the associative

memory.

Step 3. The test DEM is now tested with the memory to output the recognition histogram.

In Step 2 of the above algorithm the training stimulus vectors are stored in the memory. These vectors

are the numeric height values at each location in the object. A later extension would include the use

of the gray-level information of one (or both) stereo partners, and low-level and medium-level featural

representation.
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3.4 Visuo-Motor Coordination

Task leader:

Dr. Cornelia Ferm�uller,

Center for Automation Research,

University of Maryland, USA.

3.4.1 Problem Statement

Visual Navigation / Manipulation constitutes a problem of considerable practical and scienti�c interest,

and in general it refers to the performance of sensory mediated movement. Visual Navigation / Ma-

nipulation is de�ned as the process of motion control based on an analysis of images. A system with

navigational capabilities interacts adaptively with its environment. The movement of the system is gover-

ned by sensory feedback which allows it to adapt to variations in the environment and does not have to be

limited to a small set of prede�ned motions as it is the case, for instance, with cam-activated machinery.

In the past research on navigation has mainly been based on the reconstruction paradigm described

by Marr [Mar82]. All navigational tasks have been considered as applications of the general structure

from motion problem. The idea was to recover the relative 3D-motion and the structure of the scene in

view from a given sequence of images taken by an observer in motion relative to its environment. The

way the problem has been addressed, was to solve it in two computational stages. First accurate image

displacements between consecutive frames have been computed, either in form of point correspondences

[Ull79, Fau92] or as dense motion �elds (optical 
ow �elds) [BT80, HS81, Hil93, Nag83, AW85]. Then,

in a second step the 3D-motion and the structure has been computed from the equations relating it to

the 2-D image velocity [BH83, Adi85a, Hor90, LH81, LHP80, WKS87, SA88, TH84]. This computational

theory has been uncritically accepted and as a result most studies on visual motion perception are to be

found at the algorithmic level of the problem; addressing either the estimation of image motion or the

recovery of 3-D motion and structure.

Of course, if structure and motion can be computed, then various subsets of the computed parameters

provide su�cient information to solve many practical navigational tasks. However, in general the esti-

mation of optical 
ow (or correspondence) is an ill-posed problem and additional assumptions must be

made in order to estimate it. If these assumptions hold, as in the case of some model-based approaches

[BBHK89, KDTN92], optical 
ow can be computed accurately and in the sequel correct 3-D motion can

be derived. In the general case, however, any algorithm will produce imperfect output (erroneous output,

if the assumptions do not hold). Furthermore, recovering 3-D motion from noisy 
ow �elds has turned out

to be a problem of extreme sensitivity with researchers reporting very large amount of errors in the motion

parameter estimation under small perturbations in the input. Even optimal algorithms [SA88, DN90]

perform quite poorly in the presence of moderate noise. Although a formal proof is still lacking, it has

been argued [Adi85b], that the estimation of 3-D motion from image motion is itself ill-posed, because it

does not continuously depend on the input. Therefore, although a great deal of e�ort has been spent on

the subject, the problem of structure from motion still remains unsolved for all practical purposes.

The main reason why the approach to vision suggested by Marr has not led to the development of

successful arti�cial systems is that vision was studied in a vacuum, i.e. its utilization was completely

ignored. However, in no system is vision purposeless; thus it needs to be studied in conjunction with the

task the system is involved in. From this viewpoint, understanding vision means understanding a system

possessing visual capabilities.

In general, if our goal is to study (or more precisely formulated, analyze in order to design) a system,

we are advised by engineering considerations to follow some common principles in system design and

address a set of basic questions: What is the functionality of the system? What are the autonomous

subsystems (modules) the system is divided into? What is the relationship of the modules to each other?
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What is the representation of information within the subsystems, and how do the modules communicate

with each other? Finally, we have to ask: what is the most e�cient and e�ective way to design the

individual modules? Having these questions in mind a new approach for studying visual systems is

proposed, and this approach is applied to study the interpretation of image sequences in the context of

visual navigation and manipulation.

3.4.2 Research Goals and Methods

The approach for studying navigational systems proposed here, takes it for granted that the observer

(the system) possesses an active visual apparatus. Since, furthermore, it is inspired by evolutionary,

neuroethological considerations, we call it the synthetic (evolutionary) approach [Fer93c]. It is basically

substantiated by two principles. The �rst principle is related to the overall structure of the system and

how it is modularized, what are the problems to be solved and in which order they ought to be addressed.

The second principle is concerned with the way the individual modules should be realized.

As a basis for its computations a system has to utilize mathematical models, which serve as abstrac-

tions of the representations employed. The �rst principle of the synthetic approach states that the study

of visual systems should be performed in a hierarchical order according to the complexity of the mathe-

matical models involved. Naturally, the computations and models are related to the class of tasks the

system is supposed to perform. A system possesses a set of capabilities which allow it to solve certain

tasks. The synthetic approach calls for �rst studying capabilities whose development relies on only simple

models and then going on to study capabilities requiring more complex models. Simple models do not

refer to environment- or situation-speci�c models which are of use in only limited numbers of situations.

On the contrary, each of the capabilities requiring a speci�ed set of models can be used for solving a well-

de�ned class of tasks in every environment and situation the system is exposed to. In other words, the

assumptions used have to be general with regard to the environment. The motivation for this approach

is to increasingly gain insight into the process of vision, which is of such high complexity. Therefore the

capabilities which require more complex models should be based on \simpler", already developed capa-

bilities. The complexity of a capability is thus given by the complexity of its assumptions; what has been

considered a simple capability might require complex models, and vice versa. For example, as shown in

[FA93b, FA92, Fer93a], the celebrated capabilities of egomotion estimation and estimation of an object's

motion do not require, as has been believed, complex models about the geometry of the scene in view

or the time evolution of the motion, but only a simple rigid motion model. Thus, these two capabilities

form the bottom of the hierarchy of visual navigational tasks.

Next in the hierarchy follow the capabilities of independent motion detection and obstacle avoidance.

Although the detection of independent motion seems to be a very primitive task, it can easily be shown

by a counterexample that in the general case it cannot be solved without any knowledge of the system's

own motion. Imagine a moving system that takes an image showing two areas of di�erent rigid motion.

From this image alone, it is not decidable which area corresponds to the static environment and which to

an independently moving object. A motion model more complex than the rigid one has to be employed.

In order to perform obstacle avoidance it is necessary to have some representation of space. This repre-

sentation must capture in some form the change of distance between the observer and the scene points

which have the potential of lying in the observer's path. An observer that wants to avoid obstacles must

be able to change its motion in a controlled way and must therefore be able to determine its own motion

and set it to known values. As can be seen, the capability of egomotion estimation is a prerequisite for

developing general independent motion detection as well as obstacle avoidance mechanisms.

Even higher in the hierarchy are the capabilities of target pursuit and homing (the ability of a system

to �nd a particular location in its environment) and the capability of hand-eye coordination. Obviously,

a system that possesses these capabilities must be able to compute its egomotion and must be able to

avoid obstacles and detect independent motion. Furthermore, homing requires knowledge of the space

and models of the environment, whereas target pursuit relies on models for representing the operational
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space and the motion of the target. In order to solve hand-eye coordination models must be available to

relate the changes in the 3-D scene to the motions of the robot's joints.

It is proposed to study the above described �ve capabilities of independent motion detection, estima-

tion of time to collision, target pursuit, homing, and hand-eye coordination following the principles of

the synthetic approach. The goal is to study the capabilities in an order de�ned by the complexity of the

visual capabilities, such that more complex capabilities require the existence of simpler ones.

The way the capabilities are to be realized is according to the second principle of the synthetic

approach, which is motivated by the need for robustness. It is this the quest for algorithms which are

qualitative in nature. The synthetic approach does not have as its goal the reconstruction of the scene

in view, but the development of a class of capabilities that recognize aspects of objective reality which

are necessary to perform a set of tasks. The function of every module in the system constitutes an act

of recognizing speci�c situations by means of primitives which are applicable in general environments.

For example, a system, in order to avoid obstacles, does not have to reconstruct the depth of the scene

in view. It merely has to recognize that the distance to a close-by object is decreasing at a rate beyond

some threshold given by the system's reaction time. Recognition, of course, is much easier than general

reconstruction of the scene, simply because the information necessary to perform a speci�c task can be

represented in a space having only a few degrees of freedom [FA93a]. Moreover, in order to speak of

an algorithm as qualitative, the primitives to be computed do not have to rely on explicit unstable,

quantitative models. Qualitativeness can be achieved for a number of reasons: The primitives might be

expressible in qualitative terms, or their computation might be derived from inexact measurements and

pattern recognition techniques, or the computational model itself might be proved stable and robust in

all possible cases.

Let us now explain the basic technical characteristics of our approach to solving the above described

capabilities of visual navigation and manipulation. Current motion understanding techniques require the

computation of exact image motion (optical 
ow in the di�erential case or correspondence of features in

the discrete case). This computation, however, amounts to an ill-posed problem. As a result, existing

motion analysis techniques cannot be used in general environments and thus cannot serve as the basis for

navigation and manipulation tasks. The proposed approach to solving these tasks di�ers from existing

techniques in the following fundamental issues: As input for the description of image motion only the

spatio-temporal derivatives of the image intensity function, the so-called \normal 
ow" will be used. In

existing approaches to navigation and manipulation in a �rst step a complete and accurate geometric

description of the scene is attempted to be extracted, which is then used in the planning phase. We propose

to perform motor control in a more e�cient way by extracting only relevant partial information of the

scene and study the relation between image motion patterns and the change of objects in the 3D world.

It is proposed to provide a scienti�c platform for the development of visual capabilities for navigation and

manipulation which provides a categorization of visual capabilities by means of the computational models

involved. The idea is to relate global and local properties of normal 
ow �elds to visual competences and

study the relationship between relevant subsets of the input data and an observer's actions. It is planned

to study how actions facilitate the computations by providing additional mathematical constraints. In

particular, our research goals in navigation and manipulation are as follows:

Detection of Independent Motion

by a moving observer from a sequence of normal 
ow �elds by studying discontinuities and nonrigidities:

A independently moving object in the view of a moving observer creates a motion �eld which is globally

non-rigid. As has been described before, it can easily be shown by a counterexample that in the general

case this task cannot be solved without deriving some information about the observer's egomotion. As has

been shown in [Fer93b, Fer93d], the egomotion of an observer moving in a static scene can be estimated

by locating in the image plane global patterns formed by the spatio-temporal derivatives of the image

intensity function. If an object is moving independently these global patterns of image motion due to



3.4. TASK III.4 139

rigidity are destroyed. Independently moving objects give rise to discontinuities in the 
ow �eld at their

boundaries. These, however, are not the only places where the 
ow �eld is not smooth; surfaces that

are separated in depth also cause discontinuities. Research will be devoted to di�erentiating / reasoning

between these two types of discontinuities. Also, successive �xations could supply information regarding

independent motion by extracting quantities remaining invariant for features belonging to the static scene.

Estimation of Time-to-collision Hazard Maps

where maps at consecutive time instances are connected by a regularizing operator:

In the past work on �nding shape / time-to-collision relied on local values of the image motion. Since,

however, local image measurements are very hard to be computed exactly, such methods have been very

unreliable. It is proposed to relate the structure of local motion �elds, i.e, deformations of 
ow patterns,

and the temporal evolution of motion �elds to the underlying local shape models. Also, it is proposed

to study how particular activities facilitate the extraction of the pattern deformations and how they can

make the underlying computations robust.

Target Pursuit

through a synergistic application of tracking, 3D-motion parameter estimation, time-to-collision, and

spatial planning:

The problem of target pursuit or prey catching is an ideal platform for studying the integration of di�erent

cognitive / perceptual capabilities in a working system. In particular, a system with prey catching

capabilities must possess the more primitive competences of 3-D motion parameter estimation, tracking,

estimation of time-to-contact and spatial planning. An important aspect of integrating these di�erent

competences is related to issues of control. It is proposed to study an integration of the aforementioned

competences using the framework of Discrete event dynamic systems.

Homing / Docking

through learning of environmental structure and the creation of an associative mapping to establish

connections between di�erent views and motion commands:

In order to accomplish homing (i.e. the capability of a system to move from any position in the en-

vironment to a particular location (home) using visual means) the system must build a representation

of the environment. The characteristics of this representation depend on the physiology and computa-

tional capacity of the system. Recent results from Psychology demonstrate that even for humans such

representations are of a qualitative nature not employing detailed, elaborate models, but using direct

relationships between visual features, actions and environments. Here it is proposed to study qualitative

representations of space and study their relation to the amount of available memory.

Hand-eye Coordination

by associating image feature trajectories with motions of joints in a forward manner:

In the past hand-eye coordination usually was studied by creating a detailed description of the environ-

ment and then solving the inverse kinematic equations. Such an approach, however, is computationally

heavy and instable. Here it is proposed to associate image features directly to the motion or forces of the

robots joints. Such image features include local as well as global motion �elds, distortions in the motion

�elds, the change of motion �elds over time, and local shape features as they relate to activities such as

grasping. Thus, studying hand-eye coordination in the suggested way, requires exploring relationships
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between an observer's physiology and spatio-temporal image features due to changes in the observer's

environment.
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Chapter 4

Stereovideometry and Spatial

Object Recognition

Project coordinator:

o.Univ. Prof. D.I.Dr. H. Kahmen,

Institute of National Surveying and Engineering Geodesy,

Technical University, Vienna.

4.0 General Problem Statement

Goal of the subproject is 3D-reconstruction of spatial formations from 2D-images. Besides it is concerned

in solution of a singular inverse problem. The singularity can be eliminated when aditional informations

are given to the 2D-images. In this subproject one or more sets of resembling informations 2D-images

are used. There are four tasks in the research project. Three of them are using di�erent methods for

taking picture of an object and object reconstruction. The fourth task deals with the visualization.

TASK 1

For on-line acquisition (electrooptical scanning, image data transfer, A/D conversion, image storage)

and 3D-information extraction from static or moving scenes a digital stereo camera system shall be deve-

loped, where cameras can rotate about vertical and tilt axes. The rotation, orientation, and positioning

of the cameras should be controlled by a computer so that scenes can be scanned producing a series of

quasi identical images.

TASK 2

The main focus is on geometric accurarcy and reliability of the restituted coordinates, object features

and surface elements. For obtaining the utmost accuracy, subpixel measurements are essential. Fea-

ture extraction, feature matching as well as feature modelling in conjunction with area based matching

techniques will be one of the main problems which must be dealt with. The introduction of background

information stored in a kind of knowledge base should support solving ambiguities, detecting and locating

object details, and increasing the reliability, while geometric constraints are taken into account too.
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TASK 3

The generation of \full" geometric models from complex spatial point heaps is a basic requirement for

most systems working further on the sensor information (e.g. robot vision systems, recognition systems).

The closer such a geometric model is to models used in already existing systems the better the embedding

of sensor data will be. In Task 4 the dexel model is investigated as the model into which the heaps of

points are converted. The dexel model has already proven to be very applicable in di�erent industrial

applications.

Common basis of this subproject is recovery of object features in the image for the 3D-reconstruction.

For this purpose various matching methods shall be used or developed. The fourth task has to solve the

problem visualization of complex spatial point heaps.
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4.1 Optical 3D Sensing of Static and Moving Scenes by Com-

puter-Controlled Rotating Cameras and 3D Information

Extraction

Task leader:

o.Univ. Prof. D.I.Dr. H. Kahmen,

Institute of National Surveying and Engineering Geodesy,

Technical University, Vienna.

4.1.1 Problem Statement

Measuring with a theodolite we only get one direction at a special target on the surface of the object.

Using a photogrammetric camera a bundle of directions is measured covering the total area of the image

and 3D information may be extracted with much higher 
exibility. If a photogrammetric system shall

be used for automated measuring processes it has to be a real-time system, processing digital images.

The heart of such a system consist of an image processing unit and instead of �lm-based cameras self-

scanning solid state cameras (CCDs) are used. Comparing �lm-based cameras and self-scanning solid

state cameras the following characteristics of CCDs may be highlighted:

� Very small image area

� Limited spatial resolution

� Fast image acquisition

� Stable sensor chip geometry

� Electronic distortions.

There are several experiments to overcome the small image format of CCD arrays:

� Design of larger formats (LF-CCDs)(still restricted to scienti�c applications and laboratory rese-

arch) [Len89]. Recent developments have tried to solve this problem by using very large CCD chips

with several million photodiodes, 5000x5000 pixels have been anounced.

� Scanning Cameras: The CCD-sensor is placed in the image plane of alarge format camera. A

shifting device moves the sensor both within the image plane and perpendicular to it. A computer

controlled device makes it possible to record the large format sequentially in partial images of about

5 square mm. The position of the digital partial image can be determined by the actual position

of the sensor with an accuracy of about 1 � m. This means, that the positioning accuracy of the

scanner determines the measurement accuracy. Scanning systems are under development (e.g. the

large format scanner UMK-Highscan) using four sensors simultaneously, each recording a quater of

the image plane (166 mm x 120 mm). Scanning of one large format lasts about 10 minutes [GR93].

The position of the partial image can also be determined by a r�eseau. This type of scanning system

is called r�eseau-scanning camera. A typical system is the R�eseau Scanning Camera (RSC) produced

by Rollei [LWE87, Rie89, Rie92].

� Robot eye-in-hand using �ber optics (used only for the inspection of small objects) [Hun90].

In this research project the disadvantages of the small format of CCD arrays shall be overcome by

computer controlled rotating cameras. Cameras of this type nowadays are available in form of video

theodolites. The tangent screws of these theodolites for the horizontal and vertical axis were replaced
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by stepper motors with mounted coars/�ne gears. The telescope can automatically focused by a stepper

motor driven spindle and an additional feature of the telescope is an integrated CCD camera for image

acquisition.

The computer controlled motor driven video theodolites, system control software and vision software

made it possible to create systems for automatic pointing, if well de�ned targets are given [GB77, HK88,

Kah91a, Kah91b, Kah91c, Kah91d, Kah92b, Kah92a, KSS84, KS83, Kat89, Mof87]. Using the telescope

of the theodolite in combination with the CCD camera enables to improve the accuracy capacity of the

CCD cameras to that of the high precision theodolites, which could amount to 1/200000 [Got89].

This research project shall base on these developments but mainly deal with high accuracy dimensional

measurement using mosaicking of image patches and non-targeted object features.

4.1.2 Research Goals and Methods

The goal of the project is the contactless and continuous measurement of the features (coordinates,

deformation) of an object by means of two CCD cameras integrated in the telescope of the motor driven

theodolites. As the CCD sensors have a limited image sensor area and therefore a limited number of

picture elements (pixels), the object must be scanned by means of sequences of pictures to achieve a

proper accuracy in object coordinates. Two motor driven video theodolites shall be used simultaneously

for image acquisition of quasi identical images. The system works on the photogrammetric principle with

the CCD cameras as imaging devices and the theodolits as precise direct orientation tools. If there are

not enough informations about the scene, in a �rst step the cameras can be used as wide angle cameras

and features in the scene are then detected roughly by image processing methods. Finally, the rough

three dimensional positions can than be used to guide the telescopes in a second step for high precision

point on line detection. There are various strategies possible of doing this.

The system calibration involves the determination of the relative geometric relationship between

the two theodolites the determination of the camera interior parameters and the determination of the

geometric relatioship between the cameras and the theodolites. The latter is stated by three positional

parameters and three rotational parameters with respect to the telescope coordinate system. To avoid a

drifting of these positional and rotational parameters, a calibration method has to be developed, which

can be used frequently and can always be �nished after a very short time.

A very fast image acquisition and proccessing system is responsible for the control of the two motor

driven theodolites to get stereo picture pairs of the whole scene by means of image proccessing algorithms.

The many narrow imaging bundles of the rotating cameras have to be transformed into singl imaging

bundles. To improve the geometric and radiometric quality of the reconstructed images extensive image

preprocessing procedures have to be developed and used. Detection and recognition - determination of

the location of particular and conjugate features of the object - might prove to be one of the most di�cult

parts of the project, especially when targeting is not used.

As two CCD cameras are simultaneously used for image acquisition of quasi identical images, extensive

quantities of data have to be processed during a very short time. For an optimal solution of the problem

the vision system should comprise the following modules:

� a very fast CPU (50 MHz)

� videoboard for a very fast A/D conversion (10 MHz)

� image memories with a very short access time

� a very fast bus for connection of oll the modules

� a very fast videobus for transfer of image data between the CPU

� and the videoboard.
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During the �rst part of the project (1991-1993) a vision system could be installed. For image acquisition

in the future two motor driven video theodolites shall be used to get the orientation location of the image

bundles with a very high accuracy.

To solve this measuring problem the following scienti�c and technical topics have to be studied and

solved:

� Robot theodolite control for scanning objects and producing stereo images

� Scanning objects

� Image fusion

� Enhancement of image features

� Contactless measurement

� Image matching

� Real-time measurement

� Camera calibration

� Model development
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4.2 Subpixel Target Location and Surface Matching for Pre-

cise Photogrammetric Measurement

Task leader:

Univ. Doz. Dipl. Ing. Dr. techn. Josef Jansa,

Institute for Photogrammetry and Remote Sensing,

Technical University, Wien.

4.2.1 Problem Statement

Digital image processing for photogrammetric tasks becomes increasingly important. Analogue analytical

compilation methods are gradually replaced by workstations comprising analytical methods for the geo-

metric restitution and digital image processing tools for the support of the mensuration task. The main

objective of photogrammetry is the measurement of 3D coordinates of points, the extraction of linear

features, and the determination of object surfaces. Currently the measurments are still done by human

operators and only a few tasks are supported by automatic procedures. The aim of photogrammetric

image processing must be

� maximizing the automatic support and thus avoiding erroneous or less precise measurements of a

tired operator during cumbersome and time-consuming

� avoiding a loss of reliability of the results due to incorrect automatic interpretations.

High geometric precision of the results and their reliability are the most important matters. Photogram-

metric image processing has to be a combination of interpretation (often pattern recognition) and precise

location of object features found.

The photogrammetric mensuration task can be subdivided into the following sections [Kra93, Kra84]:

� interior and exterior orientation of the photographs (camera calibration and bundle adjustment)

� recognition and extraction of object features (interpretation and segmentation)

� stereo (or multi-image) feature classi�cation and assignment (= matching in the broad sense)

� measurement of object details, usually isolated (possibly targeted) points, curves and surfaces in

3D space (= matching in the narrow sense)

� object reconstruction (3-D and/or 2-D mapping)

� estimation of accuracy achieved for orientation and compilation

� visualization of intermediate and �nal results (such as enhanced and recti�ed image data or data

derived through image processing methods)

As far as employing digital methods in photogrammetric practice is concerned the accuracy obtained

through digital image processing ought to be comparable to the accuracy achievable in conventional

photogrammetric systems which are using high-resolution photographs taken by special cameras, precise

optical and mechanical instruments, and well experienced human operators.

Digital photogrammetry is based on digital images, which have to be captured in an appropriate way.

For precise measurements geometrically and radiometrically high-quality images are required. Basically

there are two possibilities for obtaining digital image data: By using suitable cameras, which directly

deliver digital image data; or by scanning conventional photographic �lms.

Digital photogrammetric close-range systems using CCD video or CCD digital cameras were developed

for various purposes such as point determination and surface measurements in medicine and mechanical
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manufacturing. These systems work very well under laboratory conditions but there are still problems in

real workspace caused by disadvantageous often time-variant properties (dependencies on temperature,

poor resolutions, small image formats, various electrical interference); e.g. [Bey92].

The advantage of simple o�-the-shelf CCD cameras is the possibility of use for real time or near real

time applications. Besides this, they are rather cheap and the simultaneous usage of several cameras can

be economically justi�ed. More precise and high-resolution cameras are both still quite expensive and

slow. The exposure of one image frame may take up to ten minutes or even more, and hence, they cannot

be employed if short exposure time is essential (e.g. in case of moving or unstable objects or of moving

camera positions). There very few digital camera for metric purposes available (e.g. Zeiss UMK, Rollei

Scanning Camera [GR93]).

The utilization of scanners for digitizing �lms unites three major advantages: High-resolution (and

large-format) metric cameras can be used, with short exposure time and stable interior orientation.

Furthermore, the main data storage is the photographic �lm which is still the most e�ectively compressed

image data format. Scanning is done when the data are needed and the resolution is selected depending

on the actual application and usefulness [B�ah92, Die92]. But there is, of course, a drawback too: near

real time becomes by far impossible. After comparing all possibilities for capturing digital image data

the utilization of image scanners is preferred as it currently opens the widest �eld for applications in

high-precision photogrammetry where real time in not an important matter.

For digital photogrammetric mensuration tasks the following preconditions are required:

� High-quality digital image data, i.e. high geometric and radiometric accuracy as well as good

geometric resolution ("small pixels"): Usual pixel sizes are 10 microns to 30 microns (depending on

the application) for pictures up to a format of 10 x 10 inches. Photogrammetry uses quite big data

sets which image processing tools must be able to deal with.

� Measurements with subpixel accuracy: Although the pixels are small they are still big compa-

red to the accuracy obtainable in conventional photogrammetry. Therefore, methods for subpixel-

positioning must be used. Least square matching [Ack83, Ack84, Ros86, TAFS86], centroid posi-

tioning [Tri89] and other algorithms can ful�ll the needs [MAM84, Han88, Zil92]. Though these

methods are working very well within continuous surfaces, for targeted points (obtaining a subpixel

accuracy down to 1/100 of a pixel) and under ideal conditions, they are very sensitive to any distur-

bance caused by poor illumination, by image di�erences due to perspective distortions (especially

for close-range applications) and so on. Even �lter methods commonly used in image processing

may cause displacements.

Digital photogrammetric workstations o�ered by various companies (e.g. by Intergraph, Leica-Helava,

and others) can more or less ful�ll the needs for a highly automatic spatial restitution from digital

images. On one hand they are mainly designed for supporting the compilation of aerial photographs,

on the other hand they are just conventional analytical plotters based on digital images; i.e. the optical

viewer is replaced by computer screens. One must not forget that currently these instruments are a

�rst generation of digital workstations as the requirements for reliable processing are still very high as

far as computing speed, data storage and robust algorithms is concerned. Often they are not ready for

extensive economical utilization. The near future for image processing in digital photogrammetry seems

to concentrate on interactive procedures, in which strenuous and time-consuming tasks will be replaced

by automated digital methods. In close-range applications the automatic compilations are even more

complicated due to great image parallaxes, to occlusions, to great variations of image scales, and last not

least quite often due to a lack of texture of the object surface.

Close-range photogrammetry is the salient objective in this research project. There is a great relati-

onship to robot vision tasks. The main di�erence between these two �elds is the request for a reliability

and precision measure in photogrammetry in contrast to near real time processing in robot vision. This

on the other hand in
uences the strategies and the procedures used. Photogrammetric measurements are
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overdetermined and the geometric restitution is closely connected to matching methods by introducing

geometric contraints [GB88, Bal91]. Least squares adjustment and the derivation of accuracy values is

one of the most important algorithms as far as image matching and perspective restitution are concerned.

Many research institutes all over the world are investigating matching problems for point location

and surface reconstruction in photogrammetry utilizing various algorithms. It becomes clear that area

based matching which is widely used in photogrammtry cannot solve the problems without support

by feature extraction methods. Multi-image matching techniques are employed as well as object space

matching, and knowledge about the shape of the object is taken into considerations (e.g. [DPR92, DH92,

F�or88, F�or91, GS89, Hei91, KBGd92, Li91, RML92, ST92a, Sch91, TS92, VF92, Wil92, Wro91]). There

is no general solution available. The only possibility for �nding a more universal way is the extensive

cooperation between various research sites, which are specializing in certain topics such as metric problems

(e.g. camera calibration, camera orientation, geometric 3D and 2D restitution), data structures, image

analysis, robot vision and visualization. A research project involving photogrammetrists, mathematicians

and computer scientists is the great chance for optimizing the e�ort of the investigators. The 3-D

restitution of close-range objects is just one application in the �eld of photogrammetry, but it is one of

the most demanding tasks. It is not intended to develop a fully automatic procedure. The focus is on

creating a reliable interactive tool for high precision surveying by employing metric photographs. (Other

publications with useful information about that �eld: [AF92, AS92, B�ah88, Fra92, Sch91, SH92, Tri87])

4.2.2 Research Goals and Methods

Work Already Done during Previous Research Projects

Preparatory work was done within previous FWF projects (e.g. Forschungsschwerpunkt "Fernerkundung"

= Research Project "Remote Sensing"), within related research projects in loose collaboration with an

other university (a system for surface measurements for medical purposes was developed by the main

investigator of this task at the University of NSW, Australia, during a stay as a research associate), and

within the pilot project of FWF which will be �nished by the beginning of November 1993. The main

areas of that research were:

� extraction of linear features and feature matching for the exact determination of subpixel coordi-

nates of control points (Dr.techn. thesis in progress, almost �nished);

� problems of precise camera orientation using targeted points in digital images and measurement of

object surface by combining structured light segmentation and least squares area and line based

matching (Research project partly �nished);

� the development of a user interface and of basic image processing tools on a TRANSPUTER

workstation for image processing (Two Dr.techn. theses in progress, advanced state);

� the development of a module for subpixel matching of �ducial marks in photogrammetric images

and considerations about the representation of various shapes of �ducials and their automatic

recognition and extraction. (Diploma thesis, recently �nished);

It is not necessary to mention the expertise of the Institute of Photogrammetry and Remote Sensing in

camera calibration, photo orientation by using bundle adjustment, point determination in close-range and

aerial applications, DEM modelling, enhancement and classi�cation and recti�cation of various remote

sensing imagery. This expertise is the foundation for solving problems (in particular the metric and

geometric ones) which will occur within this project.

Work to be Done

The goal of this research project is to provide basic, robust and reliable modules for photogrammetric

mensuration tasks (especially for applications in close-range industrial and architectural surveying). The



4.2. TASK IV.2 157

methods should work automatically as far as possible without operator interaction (even though operator

interaction might not be completely avoided). The precision and reliability of the measurements (i.e.

the determination of the 3D object features) should be guaranteed by geometric constraints derived from

camera properties and camera orientation (e.g. epipolar geometry). There is a close relation to task

4.2. The installation of feedback loops (= applying previously calculated results) can be advantagous for

detecting (partly) occluded features, for increasing the accuracy, for eliminating erroneous measurements,

and for support of stereo matching. As conventional stereo photogrammetry is very often replaced by

multi-image photogrammetry, the digital compilation methods must also be able to take into account

more than two images. Multi-image processing yields higher reliability, robustness and higher accuracy.

On the other hand occlusions can be detected more easily and uncertainties may be eliminated.

One of the main problems is the segmentation process and the automatic recognition of prominent

object features which deliver important details for the determination of the object surface (corners, edges

and their sub-pixels restitution [Sch93] (see also task 3.2) etc.). If the objects are small enough the

"structured light" approach is a proper, fast and rather reliable way for both segmentation and matching

(e.g. [SW90]). Large objects such as buildings cannot be surveyed in that way. One of the possibilities

to solve these problems seems to be the introduction of a knowledge base if appropriate information

about the object and object details is available. The contents of the knowledge base may be information

whether certain features may occur within the object, or (e.g. in case of inspection tasks in mechanical or

civil engineering) the data base may contain all details of the original design. Edge extraction methods

alone cannot solve this problem independent of how sophisticated the algorithms are. Shadows and

large perspective distortions are disturbing both the classi�cation of the relationship of edges within the

various pictures and the assignment to the correct object features. A knowledge base may help to avoid

misassignments and mismatches, nevertheless this task will be one of the crucial parts of the research

project. The combination of pattern recognition, feature description and knowledge base is also a subject

of other tasks within this research project, thus an extensive cooperation with tasks of the project groups

1 and 2 (in particular 1.2, 1.3, 2.1, 2.2) are expected to provide basic algorithms at least at a later state

of the research work. The geometric problems of all projects within group 4 (especially those of surface

reconstruction, i.e. 4.1, 4.2, 4.4) are similar which automatically leads to an extensive cooperation within

this latter group.

The following overview lists the main problems of this task:

� Handling of large data sets up to 15000 x 15000 pixels and more as fast as possible (note: real time

processing is not the main goal). Image pyramids (see project group 2.1) can provide an appropriate

tool (e.g. [KSW92, Li91]). Geometric constraints derived from orientation parameters, on the the

other hand, can help in reducing the e�ort at looking for corresponding image details (see also task

4.3). Besides this, simplier and thus faster matching algorithms can be applied.

� Recognition of well known features (stored in a feature data base) and measurement of image

coordinates with subpixel accuracy. Least squares matching might be the right method for many

cases (especially for continuous sufaces) but subpixel feature matching seems to be the only way

for objects with poor texture and for non-continuous surfaces. In some (very close-range) cases

projecting an arti�cial pattern onto the object surface will be the best way for matching uniform

areas.

� Location and measurement of targeted points which may be used for the geometric orientation of

the photographs or which are the object features to be measured. Using retro-re
ecting targets

is an ideal way for increasing the target-background contrast and for making target identi�cation

easier, more reliable, and more accurate. This is very important for the orientation task, as a good

camera orientation is the precondition for high-precision measurments.
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� Identi�cation of recognized points (=number assignment) by support through a knowledge base

or multi-image constraints [CC92]. Investigation about the design of number plates and their

automatic recognition, although there is already some work done by other institutions (e.g. [vK92]).

Is it possible to design a number plate which is readable within a wide range of scales without

degrading the pointing accuracy?

� Extraction and modeling of linear features and their processing for orientation purposes of the digital

images and for surface generation.

� Coping with perspective distortions and occlusions and e�ects caused by shadows which are one of

the main problems in image matching and interpretation of close-range applications. A knowledge

base and multi-image processing can probably solve many of these problems.

� Investigation of the in
uence of scanner resolution and image processing (enhancement) techniques

on the precision of the measurements. Investigations showed that the quality of digital images

cannot be increased by digitizing a photograph beyond a certain high resolution due to the lack of

information of the original photo as well as to the deterioration of the signal-to-noise ratio when

using smaller pixels (e.g. [Die92, TAFS86]). Besides that fact, the amount of data can hardly

be handled. The solution of this problems seems to be the digitization using pixel sizes as big as

possible on the one hand and the improvement of subpixel matching to fractions of a pixel as small

as possible on the other hand. As the accuracy of the location is intended to go down to 1/10 (or

even to 1/100) of a pixel one must be very careful in enhancing the original digital data. Changing

the relationship of the greyvalues within a neighbourhood means changing the precondition for

subpixel positioning. Therefore, the in
uence of enhancement methods (such as �ltering) on the

accuracy of the positioning algorithm must be investigated. Brie
y: What does an accuracy of

e.g. 1/10 of a pixel really mean? Is it just a theoretical value or can it be obtained in practice?

Consequently: Which pixel sizes for digitizing are the best to attain a speci�ed geometric matching

quality at the smallest amount of digital data?

� Combination of feature and area based matching methods for the determination of object surfaces.

We know that area based matching alone cannot deliver correct and accurate results in all cases.

Features (such as edges, corners or just isolated points) are very often more important information

about the object than texture or pattern of the surface. The main problem for feature matching is

{ �nding corresponding features in particular in areas with great perspective distortion and

{ developing a reliable algorithm for sub-pixel matching

� Elimination or reduction of the in
uence caused by variations of the object illumination (an import-

ant problem for subpixel location). Discrimination of shadows versus real object features.

� Usage of background information (knowledge base) to support feature extraction, feature matching

and to increase the reliability of the results. Background information can be provided for typical

features of photogrammetric pictures (e.g. �ducial marks) and for many surveying tasks in the �eld

of civil engineering, architecture and mechanical manufacturing, in particular in the �eld of quality

check and "reverse engineering".

� Derivation of accuracy and reliablity values for the surface model by using geometric properties and

values describing the matching quality. Of course the results of a surveying task must be reliable,

but they must also be accurate and the �nal user should know how accurate the data are which he

is going to deal with. A proper accuracy model in conjunction with the 3D data model seems to

be the only way for providing reasonable information about the quality of the surveying task.

� Appropriate visualization of 3D models derived from the images comprising isolated points, linear

features, and irregularly distributed surface points. Visualization must be able to combine raster

and vector data, and possibly, as a further dimension, accuracy values. This part will be done in

close collaboration with project 4.4.
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� Investigations for the utilization of parallel algorithms for feature extraction and surface matching as

well as for visualizing surfaces. Matching is a very time-consuming procedure. One way of optimi-

zation might be parallel algorithms. Currently Transputer networks are not the most sophisticated

and up-to-date computer technology, particularly for image processing. But they are still a very

good and fairly simple tool for developing and checking parallel algorithms. Knowledge of parallel

processing will be very useful independent of the future development of processors. This task will

be of minor importance as parallel computing is the main topic of project 1.4.

It is unlikely that all points mentioned above can be investigated by one team within the proposed

research project. Because of the tight cooperation between the various institutes not all problems need

to be solved within this task, thus it might be useful to concentrate on a few topics which seem to be the

most important.

The main topics of the research project have been summarized:

� The investigations of the geometric matching quality in conjunction with the optimization of the

digitization parameters and the in
uence of image enhancement techniques on the matching accu-

racy.

� The usage of geometric contraints of multi-image arrangments and background information for

support of feature extraction, and feature and area based matching respectively.

� Matching of targeted points (for orientation purposes and precise point measurement) and surface

elements with an accuracy as high as possibly, the design of an optimum shape and size of targets,

and highly automated procedures for assignment of point numbers.

� The derivation of accuracy and reliability values and their visualization together with the surface

data measured.
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4.3 Object Identi�cation Based on Spatial Enumeration Tech-

niques

Task leader:

Dr. S. Stifter,

Research Institute for Symbolic Computation,

University of Linz.

4.3.1 Problem Statement

A novel approach to the problem of (robot) vision is that of introducing the active perception paradigm

extensively into the vision system. Active processes use feed-back loops, among others a loop between

the recognition module and the modeling (or representation) module, [PS91]. Task 3 in Subproject 3

extensively uses this idea. However, this idea is not limited to this special application. It rather suggests

to do \lazy evaluation" of the sensor data, which is applicable in many situations. The modeling module

in such a vision system lives from the generation of a geometric model of the object to be recognized

from sensor data. The sensor data can be assumed to come from a stereoscopic vision system with two

cameras. The closer the relation of the geometric model and the sensor data is, the more e�ective the

feed-back loops can be implemented and the better the whole vision system will work.

For geometric models there are several paradigms that have to be satis�ed in order to have \correct"

geometric models. For the comparison of models with the goal of identifying objects, the following two

properties are inevitable:

� Uniqueness, i.e. each object has only one model.

� Unambiguity, i.e. each model has only one realization, i.e. represents only one object.

These two properties entail that two models are identical if and only if the respective objects (which are

determined uniquely) are identical. So the two paradigms have especially to be satis�ed for a geometric

model used in a robot vision system.

These paradigms have been studied extensively in the area of geometric modeling. The necessity of

real time visualization and animation in computer graphics required the development of geometric models

that represent objects as a description \how they can be seen" rather than as a description \how they can

be built". The tendency in this area is to represent objects by models that contain the information for

visualizing them as directly as possible, but that also allow to perform boolean operations and to answer

geometric questions about the object. For example, [MS89], [Mor89], [Sti91], consider these topics from

di�erent points of view.

Up to now, not so much e�ort has been undertaken to make the results from geometric modeling and

computer graphics also available for (robot) vision systems. A bibliography on this subject is [TM92].

Spatial enumeration techniques are (besides purely polyhedral models) more and more invented for

visualization, graphical simulation and animation purposes. Also within robot vision these classes of

geometric modeling techniques have already achieved some attention, [JA84]. The basic principle of

spatial enumeration techniques is to partition the space into \small" regions (often called cells) and to

store for each of the regions whether it is inside the object, outside the object or just intersects the object

under certain considerations. Typical instances of spatial enumeration techniques are octree-models,

[SW88], dexel-models, [vH86], and layer-models, [HM90].

Similar as the application puts certain requirements on the geometric model, the sensor system and

the speci�c approach to a vision system put certain restrictions on the geometric model. The information

that the two cameras can provide and the intended incorporation of feed-back loops have to be used in



4.3. TASK IV.3 161

such a way that the provided information is made avaiable to the application in the most e�ective and

e�cient way. The following necessities are most fundamental to the system:

� The model should be hierarchical: In order to be able to compare two models on di�erent levels of

accuracy within a feed-back loop, a hierarchical modeling scheme is best suited.

� The sensor data must be convertable to the model: It is clear that a model that cannot be obtained

from the sensor data has no advantage for a vision system.

� The model should be \independent" of the view direction: Since usually the view direction (i.e.

the orientation of the cameras relative to the object to be identi�ed) is not known, an adequate

modeling scheme should be as independent of this view direction as possible.

One of the main operations on a geometric model used in vision is just the opposite of visualization:

Images, i.e. optical information has to be converted to an (internal) geometric representation. It seems to

be near at hand that this conversion process is easier if the desired representation, the model, is close to

the sensor information. The sensor information itself is often su�cient to visualize the considered object

with respect to a speci�c view point depending on the positions of the cameras. However, also other

operations are required for the models. So the geometric models used for visualization and graphical

simulation should be also adequate for robot vision systems. Note, however, that in robot vision systems

the view point is �xed in space, not with respect to the objects to be recognized. This is comparable to

simulation systems, but di�ers from pure visualization purposes.

After these considerations it is not astonishing that in image processing representation techniques have

been developed and used for many years that are not so far away from spatial enumeration techniques,

although, these techniques are not formulated in full generality and are often based on heuristic results

and observations. We refer, for example, to "Hoehenmodelle", see e.g. This also relates this part of the

proposal especially with Tasks 1, 2, and 3 of this Subproject, with Tasks 1 and 5 of Subproject 2, and

with Tasks 1, 2, and 3 of Subproject 3.

4.3.2 Research Goals and Methods

In the frame of the project \Stereovideometry and Spatial Object Recognition" (supported by FWF as

project P8786) we already started to investigate the applicability of the dexel model to (robot) vision

and built a �rst vision system based on the results obtained. Within the proposed project, this system

will be generalized and improved, and made available to more classes of objects. Especially, also sparse

sets of points will be considered and the vision system will be embedded into a feed-back loop.

The overall goal is to develop a software system that e�ciently can solve the following tasks:

� Given:

A set of points in 3D coming from two cameras together with (possibly) some additional information.

A model, say A, of an object.

� Find:

A \suitable" geometric model, say B, for the sensor data, and

� Decide:

whether the object represented by B is identical with the object represented by A.

Instead of considering just one object A for comparison, also a whole set of objects could be considered.

I.e. it has to be decided whether B represents the same object as any model in the set. The objects may
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also be parameterized, e.g. their size. \Objects" can be technical objects as they appear in robot work

cells, but also natural objects as they appear in national surveying. The intention is to also bring results

and experience from geometric modeling into the area of image processing.

In the construction process of a geometric model from the data of the sensors, no relevant information

must be lost. Especially, if the sensors are mounted on moving parts, the geometry and kinematics of

the handling devices have to be taken into account too.

The segmentation of a scene in so-called primitive elements plays a major role for the recognition part

and the correct 3D modeling. Segmentation is usually viewed as a major constituent of recognition. First

the scene is broken down into meaningful parts, which in turn are recognized. We emphasize, however,

that also the reverse is true: without recognition, segmentation is hardly possible. There is no answer

yet to the question what should be done �rst, recognition or segmentation. The most probable answer is

a feed-back loop between both processes.

Keeping all this in mind, the development of the vision system is planned in two major components:

1. Processing dense sets of points:

If the processed sensor information is a dense set of points in 3D, i.e. the distances between points is

su�ciently smaller than the required accuracy, then this information should be su�cient to generate

a geometric model, e.g. a dexel model.

2. Processing sparse sets of points:

If the processed sensor information is a sparse set of points in 3D, i.e. the distances between points

is larger (or not su�ciently smaller) than the required accuracy, then some additional information

will be needed to generate a geometric model, e.g. a dexel model.

For both of these two components, the recognition of an object, i.e. the comparison of the model

generated from sensor data and a model obtained previously is crucial. The development of the vision

system is planned in three steps that are distinguished by the classes of rotations that are allowed for the

objects to be recognized.

1. No rotations are allowed.

2. Rotations in the plane normal to the view (encoding) direction are allowed.

3. Arbitrary rotations are allowed.

The dexel modeling scheme has �rst been sketched by [vH86]. In keeping the convention with the

names pixel and voxel, he introduced the name dexel as an abbreviation for depth element. Dexel models

represent objects in the following way: A set of parallel and equidistant rays in intersected with the

object to be encoded. For each ray the points of intersection with the object are stored. Two points

de�ning a line segment that is totally inside the object make up a dexel. All dexels of a ray are sorted

and concatenated to a dexel list. These lists are organized in a dexel matrix.

The conversion of a dense set of points into a dexel model has already been considered in the project

\Stereovideometry and Spatial Object Recognition" up to some extent. A vision system based on the

algorithmic results has been implemented and will be tested within the next few months on some classes

of examples.

The major topics that have been considered within the project \Stereovideometry and Spatial Object

Recognition" are:

1. Development and implementation of a module converting dense sets of points into dexel models.

2. Accuracy considerations for the dexel model.
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3. Impacts of the accuracy considerations on the use of the dexel model for vision systems.

4. First steps into comparing dexel models that come from sensor data.

The following papers contain the details of these results: [Eis92], [Eis93], [Hei93], [JLMW93b],

[JLMW93a], [Sti92], [Sti93b], [Sti93a], [ST92b].

The major topics to be considered within the proposed project are:

1. Re�nement of the module converting dense sets of points into dexel models.

2. Further tests of the vision system based on dense sets of points in close cooperation with the other

subtasks:

� Using data from national surveying.

� Using data from robot vision.

3. Processing sparse sets of points:

� Development a concept for representing additional information.

� Conversion of sparse sets of points plus addtional information into dexel models.

4. Embedding of the two modules (for dense and sparse sets of points, respectively) into feed-back

loops.

One key idea of the active perception paradigm is to embed the segmentation/recognition process

into a feed-back loop. This will be realized within the planned vision system.

5. Comparison of models.

This will be done in the three steps, taking di�erent levels of rotations into accout.

6. Comparison of the system based on dexel models with other systems developed within the frame

of the proposed project.

For Items 1 and 2, by the investigations in the current project, it is guaranteed that they can be

realized in the suggested way. Items 3 and 5 are advanced research goals. The extent up to which they

can be realized within the proposed project is still open. However, by the work done in the current

project it is ensured that they can be realized at all, the problems that remain may be stability or

e�ciency problems.
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