# Labeled Pyramids with Combinatorial Maps 

Luc Brun and Walter Kropatsch ${ }^{1}$


#### Abstract

Combinatorial Pyramids are defined as a stack of successively reduced combinatorial maps. The Pyramid construction plan defined in TR-63 [7] allows to describe a pyramid by two functions level and state defined respectively on the set of darts of the initial combinatorial map and the set of levels of the pyramid. These two functions encode respectively the maximum level on which a dart survives and the type of each reduction operation. Based on these functions any combinatorial map of the pyramid may be built from the base by a one pass algorithm scanning all the darts of the initial combinatorial map [7]. In this technical report we show that algorithms with a same sequential and parallel complexity may be designed in order to build all the reduced combinatorial maps of the Pyramid.
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## 1 Introduction

Regular image pyramids have been introduced 1981/82 [12] as a stack of images with decreasing resolutions. Since then, regular pyramids have been widely used in image segmentation [12] and image analysis [24]. Using the neighborhood relationships defined on each image the Reduction window relates each pixel of the pyramid with a set of pixels defined in the level below. The pixels belonging to one reduction window are the children of the pixel which defines it. The value of each father is computed from the one of its children using a Reduction function. A regular pyramid is thus defined by the ratio $N \times N / q$ where $N \times N$ is the size of the reduction window, and $q$ the ratio between the size of two consecutive images in the pyramid.

The father-child relationship defined by the reduction window maybe extended by transitivity down to the base level image. The set of children of one pixel in the base level is named its receptive field ( RF ) and defines the embedding of this pixel on the original image. Using the father-child relationship global properties of a receptive field $R F(v)$ with a diameter $m$ may be computed in $\mathcal{O}(\log (m))$ parallel processing steps thanks to local calculus. However, receptive fields defined within the regular pyramid framework are not necessarily connected [1]. Furthermore, the adjacency of two pixels $v$ and $w$ defined at level $k$ may not be easily interpreted on the base level image. This last drawback is illustrated in Fig. 1 where the initial $8 \times 8$ image is reduced by a $2 \times 2 / 4$ regular pyramid using the mean gray level as reduction function. Each black pixel in the central region belongs to a $2 \times 2$ reduction window with 3 gray pixels. These pixels are thus mapped onto a gray father and the black region which was disconnected at level 0 becomes connected at level 1. Finally, the boundary between the receptive fields $R F(v)$ and $R F(w)$ associated to this adjacency at level $k$ may be disconnected and even incomplete (see [1] for more details).

Irregular pyramids, first introduced by Meer, Montanvert and Jolion [22] are defined as a stack of successively reduced simple graphs (i.e. graphs without double edges nor self-loops). The base level graph may be built from a sampling grid using one pixel adjacency such as the 4-neighborhood. Each graph of the hierarchy is built from the graph below by selecting a set of vertices named surviving vertices and mapping each non surviving vertex to a surviving one [22]. This mapping induces a father-child relationship between a surviving vertex and the set of non surviving vertices mapped to it. The reduction window of one surviving vertex is then defined as its set of children.

(a) Initial Image

(b) level 1

(c) level 2

Figure 1: A $2 \times 2 / 4$ regular pyramid. The central black region is removed from level 0 to 1 due to the fixed decimation ratio and the reduce size of reduction windows.

The receptive field of one surviving vertex is defined by the transitive closure of the father-child relationship. Using this reduction scheme, the receptive field of each vertex in the hierarchy is a connected set of vertices in the base level graph. However, using simple graphs, the adjacency between two vertices is encoded by only one edge while the receptive fields of two vertices may share several boundary segments. An edge in the hierarchy may thus encode a non-connected set of boundaries between the associated receptive fields. Moreover, the lack of self-loops in simple graphs does not allow to differentiate an adjacency relationship between two receptive fields from an inclusion relationship. These two drawbacks are illustrated in Fig. 2(b) which represents the top of a simple graph pyramid encoding the connected components of Fig. 2(a). The two boundaries between the white region ( $W$ ) and the black one on the right of the image $\left(B_{1}\right)$ are encoded by only one edge. Moreover, the adjacencies between the gray region $(G)$ and the two black ones ( $B_{1}$ and $B_{2}$ ) are encoded in the same way by a simple edge. Therefore, these two different types of adjacency cannot be distinguished at the top of a simple graph pyramid.

These last two drawbacks may be overcome by using the Dual graph pyramids introduced by Kropatsch and Willersinn [26]. Using Kropatsch's reduction scheme, the reduction operation is encoded by edge contractions [26]. This operation contracts one edge and its two end points into a single vertex. It corresponds to the edge collapse operation used by Hoppe et al. [15] to simplify triangular meshes. The contraction of a graph reduces the number


Figure 2: Encoding of the connected components of a $8 \times 8$ image (a) by a simple graph pyramid (b) and the Dual Graph or Combinatorial Pyramids (c). The vertex $B_{g}$ in (c) encodes the background of the image.
of vertices while maintaining the connections to other vertices. As a consequence some redundant edges such as self-loops or double edges may occur, some encode relevant topological relations (e.g. an island in a lake) others can be removed without any harm to the involved topology. These redundant edges may be characterized in the dual of the contracted graph. The removal of such edges is called a dual decimation step. Since the reduction scheme requires both features of the initial graph and its dual, such pyramids are called Dual graph pyramids. Within such hierarchies, each receptive field is a connected set of vertices in the base level. Moreover, each edge between two vertices encodes an unique connected boundary between the associated receptive fields. Finally, the use of self-loops within the hierarchy allows to differentiate adjacency relationships between receptive fields from inclusion relations. These two properties are illustrated in Fig. 2(c) which represents the top of a dual graph pyramid encoding the connected components of Fig. 2(a). The inclusion of the central black region within the gray one is encoded by the self-loop which surrounds the vertex $B_{2}$ associated to this region. Moreover, the two boundaries between the white region $(W)$ and the black one on the right of the image $\left(B_{1}\right)$ are encoded by two edges, each edge being associated to one boundary.

Experiences with connected component analysis [20], universal segmentation [18] and with topological analysis of line drawings [17, 19] show the
great potential of Dual graph pyramids. However, since decimation and dual decimation require respectively features of the initial and dual graphs, both graphs must be encoded and maintained [16]. Therefore, any contraction operation in the initial graph must be followed by a removal operation in its dual. In the same way, during the dual decimation stage, any removal in the initial graph must be followed by a contraction operation in its dual. Moreover, the orientation of edges around one vertex is not explicitly encoded by the data structure [6].

A combinatorial map $[14,25,13,10]$ may be seen as a planar graph encoding explicitly the orientation of edges around a given vertex. Figure 3a) demonstrates the derivation of a combinatorial map from a plane graph. First edges are split into two half edges called darts, each dart having its origin at the vertex it is attached to. The fact that two half-edges (darts) stem from the same edge is recorded in the reverse permutation $\alpha$. A second permutation $\sigma$, called the successor permutation, defines the (local) arrangement of darts around a vertex. Each orbit of $\sigma$ is associated to one vertex and encodes the set of darts encountered when turning counterclockwise around this vertex. The symbols $\alpha^{*}(d)$ and $\sigma^{*}(d)$ stand, respectively, for the $\alpha$ and $\sigma$ orbits of the dart $d$. For example, the upper-right vertex in Figure 3a) is associated to the $\sigma$-orbit $\sigma^{*}(1)=(1,7)$. In the same way, the vertex located in the first row and the second column of Figure 3a) is associated to the $\sigma$-orbit $\sigma^{*}(2)=(2,-1,8)$. More generally, if $d$ is a dart and $\pi$ a permutation we will denote the $\pi$-orbit of $d$ by $\pi^{*}(d)$.


Figure 3: A $3 \times 3$ grid encoded by a combinatorial map
A combinatorial map $G$ is the triplet $G=(\mathcal{D}, \sigma, \alpha)$, where $\mathcal{D}$ is the set of darts and $\sigma, \alpha$ are two permutations defined on $\mathcal{D}$ such that $\alpha$ is an
involution, e.g. satisfying

$$
\forall d \in \mathcal{D} \quad \alpha^{2}(d)=d
$$

Note that, if the darts are encoded by positive and negative integers, the involution $\alpha$ may be implicitly encoded by sign (Figure 3a)). This convention is often used for practical implementations [3] where the combinatorial map is simply implemented by an array of integers encoding the permutation $\sigma$.

Given a combinatorial map $G=(\mathcal{D}, \sigma, \alpha)$, its dual is defined by $\bar{G}=$ $(\mathcal{D}, \varphi, \alpha)$ with $\varphi=\sigma \circ \alpha$. The orbits of the permutation $\varphi$ encode the set of darts encountered when turning around a face (see e.g. the $\varphi$-orbit $(1,8,-3,-7)$ in Figure 3a)). Note that, using a counter-clockwise orientation for permutation $\sigma$, each dart of a $\varphi$-orbit has its associated face on its right.

Figures 3 b ) and 3c) illustrate an alternative representation of the combinatorial map encoding. Within such a representation, each dart is represented by one vertex and one edge connects a dart $d_{1}$ to $d_{2}$ iff either $d_{2}=\sigma\left(d_{1}\right)$ or $d_{2}=\varphi\left(d_{1}\right)$. Using this representation, the $\sigma$ and $\varphi$ orbits of the combinatorial map are represented by the faces of the oriented graph. The $\alpha$ successor of one dart may be retrieved on Figure 3c) by reading its $\sigma$-successor and then taking the predecessor of the resulting dart by the permutation $\varphi$. Indeed, since $\varphi=\sigma \circ \alpha$, we have $\alpha=\varphi^{-1} \circ \sigma$.

Using combinatorial maps, contraction and removal operations may be defined in order to preserve the orientation of darts around each vertex [6]. Given these two basic operations decimation and dual decimation parameters may be defined in order to produce a stack of successively reduced combinatorial maps [8]. The expected advantages of combinatorial maps within the irregular pyramid framework are:

1. Combinatorial maps encode multiple boundaries between regions. Moreover, edges encoding surrounding relationships may also be characterized.
2. Combinatorial maps explicitly encode the orientation of darts around one vertex. This information is not encoded by region adjacency graphs nor explicitly available in dual graph data structures.
3. Given a combinatorial map $G$ defined by one set of darts $\mathcal{D}$ and the permutations $\sigma$ and $\alpha$, its dual $\bar{G}$ is defined on the same set of darts by the permutations $\varphi=\sigma \circ \alpha$ and $\alpha$. The simplicity and the efficiency of
this transformation allows us to avoid an explicit encoding of the dual graph [6]. Therefore, only one data structure has to be encoded and maintained along the pyramid [8].
4. The combinatorial map formalism may be extended to higher dimensions [21]. The definition of a partition of the 3D discrete grid using combinatorial maps is an active research field [2].

Basic definitions and properties of Combinatorial maps used in this document are defined in TR-54 [10]. This last technical report also defines the notion of decimation parameters for combinatorial maps. Using decimation parameters, each non surviving vertex has to be adjacent to a surviving one. This constraint allows to map each vertex of the initial combinatorial map on one processor and to perform the decimation process on a parallel machine for real time image analysis. However this decimation process provides a slow decimation rate. The contraction kernels, defined in TR-57 [11] extend the notion of decimation parameter. A removal kernel encodes a set of removal operations performed simultaneously and extends the notion of dual decimation parameter. Such kernels provide a better control of the decimation rate. If the pyramid is defined by one set of contraction kernels or one set of removal kernels, the reduced combinatorial maps may be defined by walks defined in the initial combinatorial map and named connecting walks [11]. Each connecting walk defined at level $i$ of the pyramid, is defined by one dart $d$ which survives up to level $i$. We have shown [11], that if the pyramid is defined by a sequence of contraction kernels, the $\varphi$ successor of the last dart of the connecting walk $C W_{i}(d)$ defined at level $i$ by the dart $d$ is equal to the $\varphi$ successor of $d$ in the reduced combinatorial map. A similar result has been shown for pyramids defined by a sequence of removal kernels. Therefore, connecting walks allow us to determine all the reduced combinatorial maps of the pyramids. However, this result holds only if all the kernels have the same type e.g. either all kernels are contraction kernels or all kernels are removal kernels. If the pyramid is defined by a sequence of contraction and removal kernels connecting walks may be used to define a more general object named connecting dart sequences. The notion of connecting dart sequence have been introduced in TR-63 [7]. The essential property shown in TR-63, is that the last dart of the connecting dart sequence defined at level $i$ by a dart $d$ in $\mathcal{S D}_{i}$ allows to retrieve either the $\varphi$ or $\sigma$ successor of $d$ according to the type of the kernel $K_{i}$. This property allows to retrieve all the contracted combinatorial maps defining the pyramid. However, using algorithms proposed in TR-63
only the last dart of each connecting dart sequence is used to compute the reduced combinatorial maps. In this technical report we show that all the darts of the connecting dart sequences may be used to retrieve the reduced combinatorial maps. The resulting algorithms have the same complexity as the algorithms defined in TR-63. But while algorithms defined in TR-63 only compute the reduced combinatorial map defined at a given level $i$, the proposed algorithms compute all the contracted combinatorial maps up to level $i$.

The rest of this paper is organized as follows: In section 2 we show that we can suppose without loss of generality that each kernel has a different type than its predecessor. This technical property allows us to suppose that each kernel have a different type than its predecessor during the construction of the pyramid. The following demonstrations are greatly simplified by this assumption. In section 3 we provide theoretical results which allows to determine all the successors of a given dart $d$ surviving up to level $i$ by one scanning of its connecting dart sequence at level $i$. These results are generalized in section 4 where we determine all the successors of the darts belonging to one connecting dart sequence in one scan of this sequence. These results are then used in section 5 where we provide several algorithms which allows to retrieve all the reduced combinatorial maps defined up to level $i$ by one scanning of the connecting dart sequences defined at this level.

## 2 From successive to alternating kernels

Connecting dart sequences are defined in TR-63 [7] (Definition 11) using a recursive construction scheme. All the connecting dart sequences at level $i$ are defined from the connecting dart sequences at level $i-1$. However, the exact definition of one connecting dart sequence at level $i$ is relative to the respective types of $K_{i}$ and $K_{i-1}$. More precisely, given a dart $d$ in $\mathcal{S D}_{i}$ :

- If $K_{i}$ and $K_{i-1}$ have the same type:

$$
C D S_{i}(d)=C D S_{i-1}\left(d_{1}\right) \cdots C D S_{i-1}\left(d_{p}\right)
$$

- If $K_{i}$ and $K_{i-1}$ have different types:

$$
C D S_{i}(d)=d_{1} \cdot C D S_{i-1}^{*}\left(\alpha\left(d_{1}\right)\right) \cdots d_{p} \cdot C D S_{i-1}^{*}\left(\alpha\left(d_{p}\right)\right)^{1}
$$

[^1]Where $\left(d_{1}, \ldots, d_{p}\right)$ is equal to the connecting walk $C W_{i}(d)$ of $d$ defined at level $i$.

The construction of connecting dart sequences is illustrated in Figure 5. This Figure shows the connecting dart sequences defined at each level on the $3 \times 3$ grid illustrated in Figure 3. The sequence of kernels $K_{1}, K_{2}, K_{3}, K_{4}$ and the resulting reduced combinatorial maps are illustrated in Figure 4. The sequence of kernel is composed of two contraction kernels $K_{1}=\alpha^{*}(1,2,7,10,12$ $, 6,4)$ and $K_{3}=\alpha^{*}(3)$ and two removal kernels $K_{2}=\alpha^{*}(9,8)$ and $K_{4}=\alpha^{*}(5)$

Using the above definition of connecting dart sequences, the exact formulation of the connecting dart sequences at level $i$ from the connecting dart sequences defined at a level $k<i-1$, depends on the different type of kernels from $k$ to $i$.

In this section, we show that this construction scheme may be simplified by supposing, without loss of generality, that each kernel has a different type than its predecessor. The basic idea of this new construction scheme is to insert between each successive kernels with a same type, an empty kernel having by convention a different type than the two surrounding ones. Note that, the pyramid defined by this new sequence of kernels may be considered as equivalent to the first one only if:

1. The sequence of reduced combinatorial map generated by the two sequence of kernels are the same.
2. The construction of the connecting dart sequences is not altered by the insertion of the empty kernels.

## Definition 1 Alternating sequence of kernels

Given an initial combinatorial map $G_{0}$, a sequence of successive kernels $K_{1}, \ldots, K_{n}$ is alternated if $n=1$ or if any two successive kernels do not have the same type.

In oder to show that two sequences of kernels define the same pyramid we first have to define precisely the notion of Equivalent sequence of kernels:

## Definition 2 Equivalent sequence of kernels

Given an initial combinatorial map and two sequences of successive kernels $S=K_{1}, \ldots, K_{n}$, and $S^{\prime}=K_{1}^{\prime}, \ldots, K_{p}^{\prime}$. The sequence $S^{\prime}$ is said to be finer than $S$ iff the sequence of reduced combinatorial maps $G_{1}, \ldots, G_{n}$ defined


Figure 4: Successive reductions of an initial $3 \times 3$ grid. Kernels with even indexes denote contraction kernels (CK) while odd indexes denote removal kernels(RK).


Figure 5: Recursive definition of connection dart sequences
by $S$ is included in the sequence of reduced combinatorial maps $G_{1}^{\prime}, \ldots, G_{p}^{\prime}$ defined by $S^{\prime}$.

The sequences $S$ and $S^{\prime}$ are said equivalent if $S$ is finer than $S^{\prime}$ and $S^{\prime}$ is finer than $S$. In this case $\left\{G_{1}, \ldots, G_{n}\right\}=\left\{G_{1}^{\prime}, \ldots, G_{p}^{\prime}\right\}$.

Note that, this last relation between sequences of kernels is defined from an inclusion relation between the sets of reduced combinatorial maps. Therefore, given an initial combinatorial map $G_{0}$ and a sequence of kernels $S$, such that $S$ produces the sequence of reduced combinatorial maps $G_{1} \ldots G_{i} \ldots G_{n}$. A sequence of kernels $S^{\prime}$ producing the sequence of reduced combinatorial maps $\left(G_{1}, \ldots, G_{i}, G_{i}, \ldots, G_{n}\right)$ is said to be finer than $S$.

The following propositions establish the expected result: The contraction of a combinatorial map by an empty kernel produces an identical combinatorial map.

Proposition 1 Given an empty contraction kernel $K$ defined on a combinatorial map $G=(\mathcal{D}, \sigma, \alpha)$, we have $G / K=G$.

## Proof:

If $K$ is empty, $\mathcal{S D}=\mathcal{D}$, and the restriction operator $p_{\mathcal{D} \mathcal{S D}}$ (see TR54 [10] Lemma 1) is equal to the identity of $\mathcal{D}$. Then, if $G / K=\left(\mathcal{D}, \sigma^{\prime}, \alpha\right)$, we have by definition of the contraction operation (see TR-54 definition 28):

$$
\forall d \in \mathcal{D} \quad \sigma^{\prime}(d)=\varphi^{\prime} \circ \alpha(d)=\varphi \circ p_{\mathcal{D}, \mathcal{D}} \circ \alpha(d)=\varphi(\alpha(d))=\sigma(d)
$$

The two permutations $\sigma^{\prime}$ and $\sigma$ are thus equal and $G / K=G$.
A same result may be obtained for removal kernels.
Theorem 1 Any sequence of kernels $K_{1}, \ldots, K_{n}$ defined on an initial combinatorial map $G_{0}$ is equivalent to an alternating sequence of kernels.

## Proof:

From any sequence $S=K_{1}, \ldots, K_{n}$ let us build a new sequence $S^{\prime}=$ $K_{1}^{\prime}, \ldots, K_{p}^{\prime}$ such that an empty kernel is inserted between any two successive kernels of $S$ with a same type. The sequence $S^{\prime}$ is alternate by construction. Moreover, using proposition 1 the two sequences are equivalent.

The above theorem shows that the same sequence of reduced combinatorial maps may be defined by a sequence of kernels and an equivalent alternating sequence. However, it remains to show that the definition of connecting
dart sequences remains consistent for empty kernels. Indeed, the set of reduced combinatorial maps defined by non-empty kernels remaining the same for both sequence of kernels, the set of connecting dart sequences must satisfy the same property.

Proposition 2 Given a generalized pyramid construction plan defined by an alternating sequence of $n$ kernels. If one kernel $K_{i}$ with $i \in\{2, \ldots, n-1\}$ is empty then the connecting dart sequences at levels $i-1$ and $i+1$ are linked by the following relationship:

$$
C D S_{i+1}(d)=C D S_{i-1}(d) C D S_{i-1}\left(d_{1}\right) \ldots C D S_{i-1}\left(d_{p}\right)
$$

Where $C W_{i+1}(d)=d d_{1}, \ldots d_{p}$ is the connecting walk of $d$ defined at level $i+1$.

## Proof:

Since $K_{i}$ and $K_{i+1}$ have not the same type, we have for each dart $d$ in $\mathcal{S D}_{i+1}$ :

$$
C D S_{i+1}(d)=d C D S_{i}^{*}(\alpha(d)) d_{1} C D S_{i}^{*}\left(\alpha\left(d_{1}\right)\right) \ldots d_{p} C D S_{i}^{*}\left(\alpha\left(d_{p}\right)\right)
$$

Where $C W_{i+1}(d)=d d_{1}, \ldots d_{p}$ is the connecting walk of $d$ defined at level $i+1$.

Since $K_{i}=\emptyset$ by hypothesis, we have $C W_{i}\left(d^{\prime}\right)=d^{\prime}$ for each dart $d^{\prime} \in \mathcal{S D}_{i}$ by definition of connecting walks. Therefore (Figure 6):

$$
\forall d^{\prime} \in \mathcal{S} \mathcal{D}_{i} C D S_{i}(d)=d . C D S_{i-1}^{*}(\alpha(d))
$$

Or, and this is equivalent:

$$
\forall d^{\prime} \in \mathcal{S} \mathcal{D}_{i} C D S_{i}^{*}(\alpha(d))=C D S_{i-1}^{*}(d)
$$

Therefore, we obtain for each dart $d$ in $\mathcal{S D}_{i+1}$ :

$$
\begin{aligned}
C D S_{i+1}(d) & =d C D S_{i}^{*}(\alpha(d)) d_{1} C D S_{i}^{*}\left(\alpha\left(d_{1}\right)\right) \ldots d_{p} C D S_{i}^{*}\left(\alpha\left(d_{p}\right)\right) \\
& =d C D S_{i-1}^{*}(d) . d_{1} C D S_{i-1}^{*}\left(d_{1}\right) \ldots d_{p} C D S_{i-1}^{*}\left(d_{p}\right) \\
& =C D S_{i-1}(d) C D S_{i-1}\left(d_{1}\right) \ldots C D S_{i-1}\left(d_{p}\right)
\end{aligned}
$$

Where $C W_{i+1}(d)=d d_{1}, \ldots d_{p}$ is the connecting walk of $d$ defined at level $i+1$.


Figure 6: Connecting dart sequences defined by an empty kernel

Note that, since each kernel has by hypothesis a different type than its predecessor, two kernels indexed by $i+1$ and $i-1$ have the same type. Proposition 2 shows that, when one kernel $K_{i}$ is empty, the relationship which links the connecting dart sequences at level $i+1$ and $i-1$ is the same as the one which relates the connecting dart sequences defined by two successive kernels with the same type (see TR-63 definition 11). This proposition is illustrated by Figure 6, which shows (Figure 6b)) the set of connecting dart sequences defined by an empty kernel.

Therefore, given any sequence of successive kernels, the same sequence of reduced combinatorial maps may be generated by an equivalent alternating sequence of kernels. Moreover, the sequence of connecting dart sequences associated to non-empty kernels is the same in both sequences of kernels. Therefore, we can consider, without loss of generality, that all sequences of kernels are alternating. The adjective alternating will thus be omitted in the following sections. Under this general assumption the definition of a connecting dart sequence is simplified as follows:

$$
\forall d \in \mathcal{D} \quad C D S_{0}(d)=d
$$

and

$$
\left.\begin{array}{l}
\forall i \in\{1, \ldots, n\} \\
\forall d \in \mathcal{S \mathcal { D } _ { i }}
\end{array}\right\} \begin{aligned}
& C D S_{i}(d)=d C D S_{i-1}^{*}(\alpha(d)) d_{1} C D S_{i-1}^{*}\left(\alpha\left(d_{1}\right)\right) \ldots d_{p} C D S_{i-1}^{*}\left(\alpha\left(d_{p}\right)\right)
\end{aligned}
$$

Where $C W_{i}(d)=d d_{1}, \ldots d_{p}$ is the connecting walk of $d$ defined at level $i$.

## 3 Successors of the first dart of a connecting dart sequence

Let us consider the edge $\alpha^{*}(5)$ in Figures 4 and 5. The kernels $K_{1}$ and $K_{4}$ encoding contraction operations, the connecting walk associated to a dart $d$ belonging to $\mathcal{S D _ { 1 }}$ or $\mathcal{S D}_{4}$ is defined as $C W_{i}(d)=d . \varphi_{i-1}(d) \ldots, \varphi_{i-1}^{n-1}(d)$ with $i \in\{1,4\}$ and $n=\operatorname{Min}\left\{k \in \mathbb{N}^{*} \mid \varphi_{i-1}^{k}(d) \in \mathcal{S D}_{i}\right\}$. In the same way, the kernel $K_{2}$ being a removal kernel, the connecting walk of a dart $d \in \mathcal{S \mathcal { D } _ { 2 }}$ is defined by $C W_{2}(d)=d . \sigma_{1}(d) \ldots \sigma_{1}^{n-1}(d)$ with $n=\operatorname{Min}\left\{k \in \mathbb{N}^{*} \mid \sigma_{1}^{k}(d) \in\right.$ $\left.\mathcal{S D}_{2}\right\}$. The edge $\alpha^{*}(5)$ being removed at level 4 , the darts of this edge define connecting dart sequences up to level 3 . We have thus according to equation 1 :

$$
\begin{align*}
C D S_{1}(5) & =5 \varphi_{0}(5) \ldots  \tag{2}\\
C D S_{2}(-5) & =-5 C D S_{1}^{*}(5) \sigma_{1}(-5) \ldots \text { and }  \tag{3}\\
C D S_{3}(5) & =5 C D S_{2}^{*}(-5) \cdot \varphi_{2}(5) \ldots \tag{4}
\end{align*}
$$

If we insert equations 2 and 3 into equation 4 we obtain:

$$
\begin{equation*}
C D S_{3}(5)=5 \varphi_{0}(5) \ldots \varphi_{1}(5) \ldots \varphi_{2}(5) \ldots \tag{5}
\end{equation*}
$$

where $\varphi_{1}(5)$ has been substituted to $\sigma_{1}(-5)$ in equation 3 .
One traversal of $C D S_{3}(5)$ may thus allow us to retrieve the $\varphi$ successors of 5 from level 0 to level 2 . Note that, the $\varphi$ or $\sigma$ successor of the last dart of $C D S_{3}(5)$ must be equal to $\varphi_{3}(5)$ (TR-63, Proposition 17).

Using TR-63 Theorem 1 , we are able to traverse any connecting dart sequence. However, the determination of the $\varphi_{i}, i \in\{0,1,2\}$ successors of the dart 5 may be achieved only if we are able to determine when we encounter
one of the $\varphi$ successors of 5 within its connecting dart sequence at level 3 . We use to this end the Proposition 13 (TR-63) which shows that the first dart of a connecting dart sequence defined at level $i$ is the only one to survive up to level $i$. Therefore, the dart $\sigma_{1}(-5)$ is removed at level 2 by definition of connecting walks and has thus a level equal to 2 (TR-63, Proposition 23). Conversely, all the darts within $C D S_{1}(5)$ have been contracted at level 1 and have thus a level equal to 1 . The dart $\sigma_{1}(-5)$ is thus the first dart of level 2 that we encounter when we traverse $C D S_{2}(-5)$. In the same way, $\varphi_{2}(5)$ is the first dart with level 3 that we encounter when traversing $C D S_{3}(5)$. The traversal of $C D S_{3}(5)$ begins thus with $\varphi_{0}(5)$ (TR-63, Proposition 12) and after the traversal of a series of darts with level 1 , the first encountered dart with a level equal to 2 is equal to $\sigma_{1}(-5)=\varphi_{1}(5)$. Then after, $\varphi_{1}(5)$, the first encountered dart with a level greater than 3 is $\varphi_{2}(5)$.


Figure 7: The sequence of darts $C D S_{3}(5) \varphi_{3}(5)$. The level of each dart is indicated in its associated bar.

Figure 7 shows the sequence $C D S_{3}(5) \varphi_{3}(5)$. The $\varphi$ successors of 5 are represented by dashed bars. We can note that each $\varphi$ successor of level $j$ is the first dart of the sequence $C D S^{*}(5) \varphi_{3}(5)$ with a level greater than $j$.

A formal study of these results requires a precise description of the relationships between the connecting dart sequences of one dart at different levels. To this end we have to define the notions of sub word, prefix and suffix within the connecting dart sequences framework:

Definition 3 Sub-word, Prefix, Suffix and Empty sequence
Given two sequences of darts $S_{1}$ and $S_{2}, S_{1}$ is said to be a sub-word of $S_{2}$ $\left(S_{1} \unlhd S_{2}\right)$ iff there exist two sequences $S_{3}$ and $S_{4}$ such that:

$$
S_{2}=S_{3} \cdot S_{1} \cdot S_{4}
$$

The empty dart sequence is denoted by $\varepsilon$. If $S_{3} . S_{4}$ is non empty, $S_{1}$ is said to be a strict sub-word of $S_{2}$. This relation is denoted: $S_{1} \triangleleft S_{2}$.

- If $S_{3}$ is empty, $S_{1}$ is said to be a prefix of $S_{2}\left(S_{1} \preceq_{\text {pre }} S_{2}\right)$. If $S_{4}$ is non empty, $S_{1}$ is a strict prefix of $S_{2}$. This relation is denoted: $S_{1} \prec_{\text {pre }} S_{2}$.
- If $S_{4}$ is empty, $S_{1}$ is said to be a suffix of $S_{2}\left(S_{1} \preceq_{\text {suff }} S_{2}\right)$. If $S_{3}$ is non empty, $S_{1}$ is said to be a strict suffix of $S_{2}\left(S_{1} \prec_{\text {suff }} S_{2}\right)$.

Remark 1 In the following the notions of sub-word, prefix and suffix (Definition 3) will only be used for connecting dart sequences. However, since these notions do not require any particular properties of connecting dart sequences we defined them on general sequences of dart.

Given a connecting dart sequence $C D S_{i}(d)$ defined at level $i$, the determination of the $\sigma$ or $\varphi$ successors of $d$ at levels $j<i$ is based on a determination of the sequences $C D S_{j}(d)$ or $C D S_{j}(\alpha(d))$ included in $C D S_{i}(d)$. For example, the determination of $\varphi_{2}(5)$ from $C D S_{3}(5)$ requires to determine the relationship between $C D S_{3}(5)$ and $C D S_{2}(-5)$ (equation 4). The following proposition states which connecting dart sequence $\left(C D S_{j}(d)\right.$ or $\left.C D S_{j}(\alpha(d))\right)$ is included in $C D S_{i}(d)$ according to the parity of $i-j$.

Proposition 3 Given a generalized pyramid construction plan defined by $n$ kernels, for each connecting dart sequence $C D S_{i}(d)$ defined by d at level $i<\operatorname{level}(d)$, for each $j \in\{0, \ldots, i\}$ :

- If $(i-j) \bmod 2=0, C D S_{j}(d) \preceq_{\text {pre }} C D S_{i}(d)$
- If $(i-j) \bmod 2=1, d . C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d)$


## Proof:

Let us make a recurrence on $j$, the proposition is trivial if $j=i$. Let us suppose it true for a given $j$. Since $d$ is not contracted before level $j$, we can consider the two following connecting walks:

$$
\left\{\begin{aligned}
C W_{j}(d) & =d \cdot d_{1}, \ldots, d_{p} \\
C W_{j}(\alpha(d)) & =\alpha(d) \cdot b_{1}, \ldots, b_{q}
\end{aligned}\right.
$$

- If $(i-j) \bmod 2=0$, then we have by our recurrence hypothesis: $C D S_{j}(d) \preceq_{\text {pre }} C D S_{i}(d)$ and:

$$
C D S_{j}(d)=d C D S_{j-1}^{*}(\alpha(d)) \cdot d_{1} C D S_{j-1}^{*}\left(\alpha\left(d_{1}\right)\right) \ldots d_{p} C D S_{j-1}^{*}\left(\alpha\left(d_{p}\right)\right)
$$

Therefore:

$$
d C D S_{j-1}^{*}(\alpha(d)) \preceq_{p r e} C D S_{j}(d) \preceq_{p r e} C D S_{i}(d)
$$

with $(i-j-1) \bmod 2=1$.

- If $(i-j) \bmod 2=1$, then we have by our recurrence hypothesis: $d C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d)$ and:

$$
C D S_{j}(\alpha(d))=\alpha(d) C D S_{j-1}^{*}(d) \cdot b_{1} C D S_{j-1}^{*}\left(\alpha\left(b_{1}\right)\right) \ldots b_{q} C D S_{j-1}^{*}\left(\alpha\left(b_{p}\right)\right)
$$

Thus:

$$
C D S_{j-1}(d) \preceq_{\text {pre }} d C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d),
$$

with $(i-j-1) \bmod 2=0$.

The above proposition may be illustrated using once again the connecting dart sequence $C D S_{3}(5)$. Indeed, we have :

$$
\begin{array}{ll}
C D S_{3}(5) & =5.6 .-12 .-9 .-4 .-8 .-3 .-7.1 .8 .2 .9 .-2 .-1.7 .10 \\
5 . C D S_{2}^{*}(-5) & =5.6 .-12 .-9 .-4 .-8 \\
C D S_{1}(5) & =5.6 .-12
\end{array}
$$

Corollary 1 Given a pyramid construction plan defined by $n$ kernels, and a dart d in $\mathcal{S D}_{i}$ such that $C D S_{i}^{*}(d)=\varepsilon$, then:

$$
\forall j \in\{1, \ldots, i\} \begin{cases}C D S_{j}^{*}(d)=\varepsilon & \text { If }(i-j) \bmod 2=0 \\ C D S_{j}^{*}(\alpha(d))=\varepsilon & \text { If }(i-j) \bmod 2=1\end{cases}
$$

## Proof:

Let us consider a given $j \in\{1, \ldots, i\}$.
If $(i-j) \bmod 2=0$, we have by proposition 3: $C D S_{j}(d) \preceq_{\text {pre }} C D S_{i}(d)$. Therefore, if $C D S_{i}^{*}(d)=\varepsilon, C D S_{i}(d)=d$ and $C D S_{j}(d)$ must be equal to $d$. Thus $C D S_{j}^{*}(d)=\varepsilon$.

If $(i-j) \bmod 2=1$, we have by proposition 3: $d C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d)$. Then, if $C D S_{i}(d)=d, C D S_{j}^{*}(\alpha(d))$ must be empty.

Using the example displayed in Figure 5, we have $C D S_{3}(11)=\varepsilon$ (Figure $5(\mathrm{c}))$. Therefore, using the above corollary we have $C D S_{2}(-11)=\varepsilon$ (Figure $5(\mathrm{~b})$ ) and $C D S_{1}(11)=\varepsilon($ Figure $5(\mathrm{a}))$.

The examples of equations 2 to 5 show that the first dart with a level greater than $j$ in $C D S_{i}(d)$ with $j<i$ is a promising tool for finding the $\varphi$ or $\sigma$ successor of $d$ at level $j$. In the following we will often have to search for such darts. However, we first have to define on which conditions such darts exist. The following definition set the maximum level which may be encountered in a given non empty connecting dart sequence.

## Definition 4 MaxLevel function

Given a pyramid construction plan defined by $n$ kernels, the MaxLevel function $L_{i}$ maps each dart $d \in \mathcal{S D}_{i}$ with $C D S_{i}^{*}(d) \neq \varepsilon$ to the greatest level contained in $C D S_{i}^{*}(d)$.

$$
L_{i}(d)=\max _{d^{\prime} \in C D S_{i}^{*}(d)}\left\{\operatorname{level}\left(d^{\prime}\right)\right\}
$$

Remark 2 Note that, if $L_{i}(d)$ is defined for a given $i \leq n$ and $d \in \mathcal{S D}_{i+1}$, then $L_{i+1}(\alpha(d))$ is also defined. Indeed, using corollary 1, if $C D S_{i}^{*}(d)$ is non empty, $C D S_{i+1}^{*}(\alpha(d))$ is also non empty.

The maximum level encountered in $C D S_{3}(5)$ being equal to 3 we have $L_{3}(5)=3$. In the same way, we have $C D S_{2}(5)=5 .-10$ with level $(-10)=1$ (Figure 5) thus $L_{2}(5)=1$. The maxlevel function $L_{i}$ seems thus to be bounded by $i$. The following proposition confirms this result:

Proposition 4 Given a pyramid construction plan defined by $n$ kernels, the MaxLevel function $L_{i}$ satisfies the following properties:

1. For each $i$ in $\{1, \ldots, n\}, L_{i}$ is bounded by $i$.

$$
\forall i \in\{1, \ldots, n\}, \forall d \in \mathcal{S D}_{i} \mid C D S_{i}^{*}(d) \neq \varepsilon \quad L_{i}(d) \leq i
$$

2. For each $i$ in $\{1, \ldots, n-1\}$, and for each dart d in $\mathcal{S D}_{i+1}$, such that $C D S_{i}^{*}(d) \neq \varepsilon, L_{i}(d)$ is less than $L_{i+1}(\alpha(d))$ :

$$
\forall i \in\{1, \ldots, n-1\}, \quad \forall d \in \mathcal{S D}_{i+1} \mid C D S_{i}^{*}(d) \neq \varepsilon \quad L_{i}(d) \leq L_{i+1}(\alpha(d))
$$

## Proof:

The first property, is a direct consequence of TR-63 [7] proposition 13. Indeed, we have:

$$
\forall i \in\{1, \ldots, n\} \quad \forall d \in \mathcal{S D}_{i} \quad C D S_{i}^{*}(d) \subset \bigcup_{j=0}^{i} K_{j}
$$

Therefore, using TR-63 proposition 23:

$$
\forall d^{\prime} \in C D S_{i}^{*}(d), \quad \operatorname{level}\left(d^{\prime}\right) \leq i \Rightarrow L_{i}(d) \leq i
$$

Given a level $i$ in $\{1, \ldots, n-1\}$, and a dart $d$ in $\mathcal{S D}_{i+1}$, we have by proposition 3:

$$
C D S_{i}^{*}(d) \preceq_{\text {pre }} C D S_{i+1}^{*}(\alpha(d)) \Rightarrow L_{i}(d) \leq L_{i+1}(\alpha(d))
$$

Given a pyramid construction plan defined on an initial combinatorial $\operatorname{map} G_{0}=(\mathcal{D}, \sigma, \alpha)$ by a sequence of kernels $K_{1}, \ldots, K_{n}$, the set of connecting dart sequences forms a partition of $\mathcal{D}$ at each level $i \in\{1, \ldots, n\}$ (see TR63 proposition 18). Since the set of surviving darts decreases from levels to levels, the mean size of connecting dart sequences defined at each level increases. However, the growing of each connecting dart sequence is not uniform and some of them may remain unchanged for several levels. In the following we show that such connecting dart sequences may be characterized by $L_{i}(d)<i$. We also study the properties of these connecting dart sequences.

Proposition 5 Given a pyramid construction plan defined by $n$ kernels, for each connecting dart sequence $C D S_{i}(d) \neq d$ defined by $d$ at level $i<\operatorname{level}(d)$, if $L_{i}(d)<i$ the following property holds:

$$
\forall j \in\left\{L_{i}(d)+1, \ldots, i\right\} \begin{cases}C D S_{j}^{*}(d)=C D S_{j-1}^{*}(\alpha(d)) & \text { If }(i-j) \bmod 2=0 \\ C D S_{j}^{*}(\alpha(d))=C D S_{j-1}^{*}(d) & \text { If }(i-j) \bmod 2=1\end{cases}
$$

## Proof:

Let us consider a given $j$ in $\left\{L_{i}(d)+1, \ldots, i\right\}$.

- If $(i-j) \bmod 2=0, C D S_{j}(d) \preceq_{p r e} C D S_{i}(d)$ (Proposition 3). Moreover:

$$
C D S_{j}(d)=d C D S_{j-1}^{*}(\alpha(d)) d_{1} C D S_{j-1}^{*}\left(\alpha\left(d_{1}\right)\right) \ldots d_{p} C D S_{j-1}^{*}\left(\alpha\left(d_{p}\right)\right)
$$

With $C W_{j}(d)=d d_{1}, \ldots d_{p}$.
Since $\operatorname{level}\left(d_{1}\right)=j \in\left\{L_{i}(d)+1, \ldots, i\right\}$, the maximum level inside $C D S_{j}^{*}(d) \preceq_{p r e} C D S_{i}(d)$ do not exceed $L_{i}(d)$ only if $p=0$. Therefore $C D S_{j}(d)=d C D S_{j-1}^{*}(\alpha(d))$ and:

$$
C D S_{j}^{*}(d)=C D S_{j-1}^{*}(\alpha(d))
$$

- If $(i-j) \bmod 2=1$, we have: $d C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d)$ (Proposition 3). Moreover:

$$
C D S_{j}(\alpha(d))=\alpha(d) C D S_{j-1}^{*}(d) b_{1} C D S_{j-1}^{*}\left(\alpha\left(b_{1}\right)\right) \ldots b_{q} C D S_{j-1}^{*}\left(\alpha\left(b_{q}\right)\right)
$$

With $C W_{j}(\alpha(d))=d b_{1}, \ldots b_{q}$.
As previously, the two properties $C D S_{j}^{*}(\alpha(d)) \preceq_{\text {pre }} C D S_{i}(d)$ and $j>$ $L_{i}(d)$ may be simultaneously true only if $q=0$, we thus obtain:

$$
C D S_{j}^{*}(\alpha(d))=C D S_{j-1}^{*}(d)
$$

Given one dart $d \in \mathcal{S D}_{i}$ such that $L_{i}(d)<i$, Proposition 5 shows that for $j \in$ $\left\{L_{i}(d), \ldots, i\right\}$ the growth of $C D S_{j}(d)$ and $C D S_{j}(\alpha(d))$ must be alternatively blocked according to the parity of $i-j$ in order to produce the connecting dart sequence $C D S_{i}(d)$ whose max level does not exceed $L_{i}(d)$. In other words, these connecting dart sequences have reached a "plateau". The first property of Corollary 2 uses this result to show that for $j \in\left\{L_{i}(d), \ldots, i\right\}$, the connecting dart sequences $C D S_{j}^{*}(d)$ with (i-j) even and $C D S_{j}^{*}(\alpha(d))$ with (i-j) odd must be equal to $C D S_{i}^{*}(d)$. This result is thus another formulation of the fact that the growth of the connecting dart sequences between levels $L_{i}(d)$ and $i$ must be blocked until level $i$. The second property of Corollary 2 uses this last formulation in conjunction with TR-63, proposition 17 to show that either the $\varphi$ of $\sigma$ successor of the dart $d$ should remain the same from level $L_{i}(d)$ to level $i$.

Corollary 2 Given a pyramid construction plan defined by $n$ kernels, for each connecting dart sequence $C D S_{i}(d) \neq(d)$ defined by $d$ at level $i<$ level (d) the following properties hold:

1. Plateau of connecting dart sequences.

$$
\forall j \in\left\{L_{i}(d), \ldots, i\right\}\left\{\begin{array}{lll}
C D S_{j}^{*}(d) & =C D S_{i}^{*}(d) & \text { If }(i-j) \bmod 2=0 \\
C D S_{j}^{*}(\alpha(d)) & =C D S_{i}^{*}(d) & \text { If }(i-j) \bmod 2=1
\end{array}\right.
$$

2. Shrinkage blocking for $L_{i}(d)<i$.

The $\varphi$ or $\sigma$ successors remain unchanged at each level $j$ in $\left\{L_{i}(d), \ldots, i\right\}$ according to the type of $K_{i}$.
$\forall j \in\left\{L_{i}(d), \ldots, i\right\} \quad\left\{\begin{array}{l}\varphi_{j}(d)=\varphi_{i}(d) \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{j}(d)=\sigma_{i}(d) \text { If } K_{i} \text { is a removal kernel }\end{array}\right.$

## Proof:

Note that if $L_{i}(d)=i$ the above properties are trivial. Let us thus suppose that $L_{i}(d)<i$. The first property may be easily deduced by iterating the equalities defined in proposition 5 . Let us now consider $j \in\left\{L_{i}(d), \ldots, i\right\}$ such that $(i-j) \bmod 2=0$, then $K_{i}$ and $K_{j}$ have the same type, using TR-63 proposition 17,

- If $K_{i}$ (and $K_{j}$ ) is a contraction kernel:

$$
\varphi_{i}(d)=\varphi_{j}(d)= \begin{cases}\varphi\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is contracted } \\ \sigma\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is removed }\end{cases}
$$

where $d^{\prime}$ denotes the last dart of $C D S_{i}(d)=C D S_{j}(d)$.

- In the same way, if $K_{i}$ is a removal kernel, we obtain we the same notations:

$$
\sigma_{i}(d)=\sigma_{j}(d)= \begin{cases}\varphi\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is contracted } \\ \sigma\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is removed }\end{cases}
$$

If $(i-j) \bmod 2=1, K_{i}$ and $K_{j}$ have different types, thus using TR-63-proposition 17:

- If $K_{i}$ is a contraction kernel, $K_{j}$ is a removal kernel and:

$$
\varphi_{i}(d)=\sigma_{j}(\alpha(d))=\varphi_{j}(d)= \begin{cases}\varphi\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is contracted } \\ \sigma\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is removed }\end{cases}
$$

where $d^{\prime}$ is the last dart of $C D S_{i}(d)=d \cdot C D S_{j}^{*}(\alpha(d))$.

- If $K_{i}$ is a removal kernel, we obtain with the same notations:

$$
\sigma_{i}(d)=\varphi_{j}(\alpha(d))=\sigma_{j}(d)= \begin{cases}\varphi\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is contracted } \\ \sigma\left(d^{\prime}\right) & \text { If } d^{\prime} \text { is removed }\end{cases}
$$

The second point of Corollary 2 provides an intuitive explanation of the "plateau' phenomenon states in the first property of the same corollary. Indeed, in such a case $\left(L_{i}(d)<i\right), C D S_{j}(d)$ and $C D S_{j}(\alpha(d))$ are alternatively blocked by either $\varphi_{i}(d)$ or $\sigma_{i}(d)$. These darts are reduced after level $i$ and can't thus belong to a connecting walk before this level. In other words, the connecting dart sequences "want" to pass by one of these dart but they can do so only after level( $d$ ) and are thus blocked until this level.

Remark 3 If the first property of Corollary 2 holds, $L_{i}(d)$ is equal to $L_{j}(d)$ if $(i-j) \bmod 2=0$ and $L_{j}(\alpha(d))$ if $(i-j) \bmod 2=1$. In both cases we obtain $L_{i}(d) \leq j<i$. The implication of Proposition 5 is thus an equivalence.

Moreover, note that, the second property of Corollary 2, is equivalent to:
$\forall k \in\left\{L_{i}(d)+1, \ldots, i+1\right\} \quad \begin{cases}\varphi_{k-1}(d)=\varphi_{i}(d) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{k-1}(d)=\sigma_{i}(d) & \text { If } K_{i} \text { is a removal kernel }\end{cases}$
with $k=j+1$.
This last notation will be used in the following.
The MaxLevel function $L_{i}(d)$ allows us to encode the maximum level which may be encountered in the connecting dart sequence $C D S_{i}^{*}(d)$. Therefore, if $L_{i}(d)$ is defined we can ensure, for any $j \leq L_{i}(d)$ that at least one dart with a level greater or equal to $j$ belongs to $C D S_{i}^{*}(d)$. The use of this function already allows us to retrieve the successors of a given dart for all levels inside $\left\{L_{i}(d), \ldots, i\right\}$ (see corollary 2 ). In order to retrieve the successors at the other levels (i.e. in $\left\{0, \ldots, L_{i}(d)-1\right\}$ ), we need to define more precisely the first dart with a level greater than $j \leq L_{i}(d)$ encountered when traversing $C D S_{i}^{*}(d)$ :

## Definition 5 IndexLevel function

Given a pyramid construction plan defined by $n$ kernels, a level $i$ in $\{1, \ldots, n\}$, and one dart $d$ in $\mathcal{S D}_{i}$, the connecting dart sequence of which is still empty at level $i$, the index-level function $l_{i, d}$ maps each level $j \in$ $\left\{1, \ldots, L_{i}(d)\right\}$ to the index of the first dart in $C D S_{i}(d)$ with a level greater or equal to $j$ :

$$
l_{i, d}\left(\left\{1, \ldots, L_{i}(d)\right\} ⿻ \mathbb{N}^{*} \quad \begin{array}{rl} 
& \rightarrow \min \left\{k \in\{1, \ldots, p\} \quad \mid \quad \operatorname{level}\left(d_{k}\right) \geq j\right\} \\
j & \mapsto \operatorname{man}
\end{array}\right.
$$

with $C D S_{i}(d)=d . d_{1} \ldots d_{p}, p>0$.


Figure 8: Connecting dart sequences at level 3. The index of each non surviving dart shows its level.

Figure 8 shows the third level of the pyramid displayed in Figure 5. The level of each non surviving dart is presented on this figure as an index (see also Figure 7). The greatest level encountered in $C D S_{3}^{*}(-11)=4.12 .-6$ is 1. We have thus $L_{3}(-11)=1$. In the same way, the dart -3 with a level 3 belongs to $C D S_{3}(5)$. Since $L_{3}(5) \leq 3$ (Proposition 4) we have $L_{3}(5)=3$. The first darts with a level greater or equal to 1,2 and 3 encountered when traversing $C D S_{3}(5)$ are respectively 6 (level 1 ), -9 (level 2 ) and -3 (level 3 ). The indices of these darts in $C D S_{3}(5)$ being respectively 1, 3 and 6 (Figure 7 and 9) we have:

$$
l_{3,5}(1)=1, l_{3,5}(2)=3, l_{3,5}(3)=6
$$

Note that using Figure 7, we observe (see also Figure 4) that:

$$
\begin{aligned}
\varphi_{0}(5) & =b_{l_{3,5}(1)}=b_{1}=6 \\
\varphi_{1}(5) & =b_{l 3,5}=b_{3}=-9 \\
\varphi_{2}(5) & =b_{l 3,5(3)}=b_{6}=-3 .
\end{aligned}
$$

The remaining of this section provides an exhaustive proof of this observation.
Using equation 1 the connecting dart sequence at level $i+1$ of $\alpha(d) \in \mathcal{S D}_{i}$


Figure 9: The index levels of the dart 5 at level 3 superimposed to $C D S_{3}(5)$. The level of each dart is indicated in its associated bar.
is defined by:

$$
\begin{equation*}
C D S_{i+1}(\alpha(d))=\alpha(d) C D S_{i}^{*}(d) \ldots \tag{6}
\end{equation*}
$$

Let $d^{\prime}$ be the first dart with a level greater than $j$ encountered when traversing $C D S_{i}^{*}(d)$. Using equation 6 this dart is also the first dart with a level greater than $j$ encountered when traversing $C D S_{i}^{*}(\alpha(d))$. The following proposition confirms this result:

Proposition 6 Given a pyramid construction plan defined by $n$ kernels, the index-level function satisfies the following property:
$\left.\begin{array}{l}\forall i \in\{1, \ldots, n-1\} \\ \forall d \in \mathcal{S D}_{i+1} \mid C D S_{i}^{*}(d) \neq \varepsilon\end{array}\right\} \forall j \in\left\{1, \ldots, L_{i}(d)\right\} \quad l_{i, d}(j)=l_{i+1, \alpha(d)}(j)$

## Proof:

First note, that the condition $C D S_{i}^{*}(d) \neq \varepsilon$ insures that $L_{i}(d)$ and $L_{i+1}(\alpha(d))$ are well defined. Using proposition $4, L_{i}(d) \leq L_{i+1}(\alpha(d))$. Therefore, $l_{i+1, \alpha(d)}(j)$ is well defined for all $j \in\left\{1, \ldots, L_{i}(d)\right\}$. Moreover, using proposition 3, $C D S_{i}^{*}(d)$ is a prefix of $C D S_{i+1}^{*}(\alpha(d))$. Therefore, $d_{l_{i, d}(j)}$ is the first dart with a level greater or equal to $j$ encountered when traversing $C D S_{i+1}^{*}(\alpha(d))$ and its index is the same in $C D S_{i}(d)$ and $C D S_{i+1}(\alpha(d))$. We have thus $l_{i, d}(j)=l_{i+1, \alpha(d)}(j)$.

This last proposition is illustrated in Figure 10 which represents the connecting dart sequences of -3 and $\alpha(-3)$ respectively at levels 1 and 2. The greatest level encountered in $C D S_{1}^{*}(-3)$ being equal to 1 we have $L_{1}(-3)=1$. Proposition 6 can thus be applied only on the index $l_{1,-3}(1)$. Since $C D S_{1}^{*}(-3)$ is a prefix of $C D S_{2}(3)$ we have as stated by Proposition 6: $l_{2,3}(1)=l_{1,-3}(1)$.

We have shown in Proposition 15 (TR-63) that if a connecting dart sequence satisfies $C D S_{i}(d)=d$ we have either $\varphi_{i}(d)=\varphi(d)$ or $\sigma_{i}(d)=\sigma(d)$


Figure 10: The connecting dart sequences $C D S_{1}(-3)$ and $C D S_{2}(3)$. As mentioned in Proposition 6 we have $l_{1,-3}(1)=l_{2,3}(1)$
according to the type of $K_{i}$. On the other hand, we have shown in Corollary 1 of this report that if $C D S_{i}(d)=d$, we have for all $j \in\{1, \ldots, i\}$ either $C D S_{j}(d)=d$ or $C D S_{j}(\alpha(d))=\alpha(d)$. The following theorem combines these two results:

Theorem 2 Given a pyramid construction plan defined by $n$ kernels, for each connecting dart sequence $C D S_{i}(d)=(d)$ defined by d at level $i<$ level(d):

- If $K_{i}$ is a contraction kernel:

$$
\forall j \in\{0, \ldots, i\} \quad \varphi_{j}(d)=\varphi(d)
$$

- If $K_{i}$ is a removal kernel:

$$
\forall j \in\{0, \ldots, i\} \quad \sigma_{j}(d)=\sigma(d)
$$

## Proof:

Let us suppose that $K_{i}$ is a contraction kernel. Given a dart $d \in \mathcal{S D}_{i}$ such that $C D S_{i}(d)=d$ and a level $j$ in $\{0, \ldots, i\}$ :

- If $(i-j) \bmod 2=0, K_{j}$ is a contraction kernel and we have by Corollary 1: $C D S_{j}(d)=d$. Therefore, using TR-63 proposition 15:

$$
\varphi_{j}(d)=\varphi(d)
$$

- If $(i-j) \bmod 2=1, K_{j}$ is a removal kernel and $C D S_{j}(\alpha(d))=\alpha(d)$ (see Corollary 1). Therefore, using TR-63 proposition 15:

$$
\sigma_{j}(\alpha(d))=\varphi_{j}(d)=\sigma(\alpha(d))=\varphi(d)
$$

In the same way, if $K_{i}$ is a removal kernel:

- If $(i-j) \bmod 2=0, K_{j}$ is a removal kernel and $C D S_{j}(d)=d$. Therefore, using TR-63 proposition 15:

$$
\sigma_{j}(d)=\sigma(d)
$$

- If $(i-j) \bmod 2=1, K_{j}$ is a contraction kernel and $C D S_{j}(\alpha(d))=\alpha(d)$. Therefore:

$$
\varphi_{j}(\alpha(d))=\sigma_{j}(d)=\varphi(\alpha(d))=\sigma(d)
$$

Using the example displayed in Figure 4, we have $C D S_{3}(11)=11$ (Figure 5) with $K_{3}$ being a contraction kernel. Using Theorem 2 we obtain (Figure 4):

$$
\varphi_{1}(11)=\varphi_{2}(11)=\varphi_{3}(11)=\varphi(11)=-5
$$

Note that, if $K_{i}$ is a contraction kernel, $C D S_{i}(d)=d$ only if $\varphi(d)$ has a level greater than $i$. For example, $C D S_{3}(11)$ is reduced to 11 due to the dart -5 whose level is equal to 3 . Therefore, this theorem establishes one quite natural result: If one dart $d$ and its $\varphi$-successor $\varphi(d)$ are not reduced until level $i$, the $\varphi$ successor of $d$ remains unchanged until this level.

In the more general case $\left(C D S_{i}(d) \neq(d)\right)$, the following theorem allows us to retrieve the successors of a dart $d \in \mathcal{S D}_{i}$ for all levels which are not covered by corollary 2 :

Theorem 3 Given a pyramid construction plan defined by $n$ kernels, for each connecting dart sequence $C D S_{i}(d) \neq(d)$ defined by $d$ at level $i<$ level(d):

$$
\forall j \in\left\{1, \ldots, L_{i}(d)\right\} \begin{cases}\varphi_{j-1}(d)=d_{l_{i, d}(j)} & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{j-1}(d)=d_{l_{i, d}(j)} & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

## Proof:

Let us show this proposition by a recurrence on $i$. If $i=1$ and $C D S_{1}(d) \neq$ $(d), L_{1}(d)=1$ and $C D S_{1}(d)$ may be written as:

$$
C D S_{1}(d)=d \cdot d_{1}, \ldots, d_{p} \text { with } p>0
$$

By definition of connecting dart sequence, we must have level $\left(d_{1}\right)=1$, therefore $l_{1, d}(1)=1$, and (TR-63-Proposition 16):

- $d_{1}=\varphi_{0}(d)$ If $K_{1}$ is a contraction kernel.
- $d_{1}=\sigma_{0}(d)$ If $K_{1}$ is a removal kernel.

The property is thus true at rank 1. Let us suppose it is true for all darts defined at level $i-1 \in\{0, \ldots, n-1\}$. Given a dart $d$ in $\mathcal{S D}_{i}$ such that $C D S_{i}^{*}(d) \neq \varepsilon$ :

$$
\begin{aligned}
C D S_{i}(d) & =d . d_{1} \ldots d_{p} \\
C D S_{i}(d) & =d . C D S_{i-1}^{*}(\alpha(d)) b_{1} C D S_{i-1}^{*}\left(\alpha\left(b_{1}\right)\right) \ldots b_{q} C D S_{i-1}^{*}\left(\alpha\left(b_{q}\right)\right)
\end{aligned}
$$

with $C W_{i}(d)=d . b_{1} \ldots, b_{q}$.
If $C D S_{i-1}^{*}(\alpha(d))=\varepsilon$, since $C D S_{i}^{*}(d) \neq \varepsilon$ we must have $q>0$ and $b_{1}=d_{1}$. Since $b_{1}$ is contracted at level $i$ we have $\operatorname{level}\left(b_{1}\right)=i$ and thus $L_{i}(d)=i$. Moreover, by definition of the function $l_{i, d}$ :

$$
\forall j \in\{1, \ldots, i\} \quad l_{i, d}(j)=1
$$

Using the definition of connecting walks $b_{1}$ is equal to:

- $\varphi_{i-1}(d)$ if $K_{i}$ is a contraction kernel and,
- $\sigma_{i-1}(d)$ is $K_{i}$ is a removal kernel.

Since $K_{i}$ and $K_{i-1}$ have not the same type, Theorem 2 applied on $C D S_{i-1}(\alpha(d))$ provides the following equations:

- If $K_{i}$ is a contraction kernel, $K_{i-1}$ is a removal kernel and:

$$
\forall l \in\{0, \ldots, i-1\} \sigma_{l}(\alpha(d))=\varphi_{l}(d)=\sigma_{i-1}(\alpha(d))=\varphi_{i-1}(d)=b_{1}
$$

- If $K_{i}$ is a removal kernel, $K_{i-1}$ is a contraction kernel and:

$$
\forall l \in\{0, \ldots, i-1\} \varphi_{l}(\alpha(d))=\sigma_{l}(d)=\varphi_{i-1}(\alpha(d))=\sigma_{i-1}(d)=b_{1}
$$

Using $j=l+1$ and the fact that $l_{i, d}(j)$ is equal to 1 for all $j$, we obtain the expected result:

$$
\forall j \in\left\{1, \ldots, L_{i}(d)\right\} \begin{cases}\varphi_{j-1}(d)=d_{l_{i, d}(j)} & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{j-1}(d)=d_{l i, d}(j) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

If $C D S_{i-1}^{*}(\alpha(d)) \neq \varepsilon$, using propositions 4 and $6 L_{i}(d) \geq L_{i-1}(\alpha(d))$, and:

$$
\forall j \in\left\{1, \ldots, L_{i-1}(\alpha(d))\right\} \quad l_{i-1, \alpha(d)}(j)=l_{i, d}(j)
$$

Using our recurrence hypothesis on $C D S_{i-1}(\alpha(d))$ :

Since $K_{i}$ and $K_{i-1}$ have not the same type, we obtain:

$$
\forall j \in\left\{1, \ldots, L_{i-1}(\alpha(d))\right\} \begin{cases}\text { If } & \begin{array}{l}
K_{i} \text { is a contraction kernel } \\
\\
\varphi_{j-1}(d)=d_{l_{i, d}(j)} \\
\text { If } \\
K_{i} \text { is a removal kernel } \\
\sigma_{j-1}(d)=d_{l_{i, d}(j)} \tag{7}
\end{array}\end{cases}
$$

If $q=0$, we have $C D S_{i}(d)=d . C D S_{i-1}(\alpha(d))$ and thus $L_{i}(d)=L_{i-1}(\alpha(d))$. In this case, nothing remains to be demonstrated at level $i$ for the dart $d$.

If $q \neq 0$, let us consider $k$ such that $b_{1}=d_{k}$. We have by definition of a connecting walk level $\left(d_{k}\right)=i$ thus $L_{i}(d)=i$. Moreover, using proposition 4, $L_{i-1}(\alpha(d)) \leq i-1$, therefore $l_{i, d}(i)=k$.

- If $L_{i-1}(\alpha(d))=i-1$, we have only to show that equation 7 remains valid for $j=L_{i}(d)=i$. Using the definition of a connecting walk:

$$
\left\{\begin{array}{l}
\varphi_{i-1}(d)=d_{k} \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i-1}(d)=d_{k} \text { If } K_{i} \text { is a removal kernel }
\end{array}\right.
$$

with $k=l_{i, d}(i)$. Thus, using equation 7 :
$\forall j \in\left\{1, \ldots, L_{i}(d)\right\}\left\{\begin{array}{rll}\varphi_{j-1}(d) & =d_{l_{i, d}(j)} & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{j-1}(d) & =d_{l_{i, d}(j)} & \text { If } K_{i} \text { is a removal kernel }\end{array}\right.$

- If $L_{i-1}(\alpha(d))<i-1$. Then, by definition of function $L_{i}$, all the darts of $C D S_{i-1}(\alpha(d))$ have a level less than $L_{i-1}(\alpha(d))$. Moreover, since:

$$
C D S_{i}^{*}(d)=C D S_{i-1}^{*}(\alpha(d)) b_{1} C D S_{i-1}^{*}\left(\alpha\left(b_{1}\right)\right) \ldots b_{q} C D S_{i-1}^{*}\left(\alpha\left(b_{q}\right)\right)
$$

$d_{k}=b_{1}$ is the first dart of $C D S_{i}^{*}(d)$ with a level strictly greater than $L_{i-1}(\alpha(d))$. We have thus:

$$
\begin{equation*}
\forall j \in\left\{L_{i-1}(\alpha(d))+1, \ldots, i\right\} \quad l_{i, d}(j)=k \tag{8}
\end{equation*}
$$

Since $L_{i-1}(\alpha(d))<i-1$, using Corollary 2 and remark 3 with $C D S_{i-1}(\alpha(d))$ we obtain:

$$
\forall j \in\left\{L_{i-1}(\alpha(d))+1, \ldots, i\right\} \begin{cases}\text { If } K_{i-1} & \text { is a removal kernel } \\ & \sigma_{j-1}(\alpha(d))=\sigma_{i-1}(\alpha(d))=d_{k} \\ \text { If } K_{i-1} & \text { is a contraction kernel } \\ & \varphi_{j-1}(\alpha(d))=\varphi_{i-1}(\alpha(d))=d_{k}\end{cases}
$$

Since $K_{i}$ and $K_{i-1}$ have not the same type, using equation 8 , the above equation may be written as:

$$
\forall j \in\left\{L_{i-1}(\alpha(d))+1, \ldots, i\right\} \begin{cases}\text { If } K_{i} & \text { is a contraction kernel } \\ & \varphi_{j-1}(d)=d_{k}=d_{l_{l, d}(j)} \\ \text { If } K_{i} & \text { is a removal kernel } \\ & \sigma_{j-1}(d)=d_{k}=d_{l_{i, d}(j)}\end{cases}
$$

Since $L_{i}(d)=i$, the above equation, combined with equation 7 provides the expected result:

$$
\forall j \in\left\{1, \ldots, L_{i}(d)\right\} \begin{cases}\text { If } & \begin{array}{l}
K_{i} \text { is a contraction kernel } \\
\varphi_{j-1}(d)=d_{l_{i, d}(j)}
\end{array} \\
\text { If } \begin{array}{l}
K_{i} \text { is a dual contraction kernel } \\
\sigma_{j-1}(d)=d_{l_{i, d}(j)}
\end{array}\end{cases}
$$

Note that Theorem 3 is consistent with TR-63 Proposition 16 which states that the second dart of a connecting dart sequence $C D S_{i}(d)$ is equal to $\varphi_{0}(d)$ if $K_{i}$ is a contraction kernel and $\sigma_{0}(d)$ if $K_{i}$ is a removal kernel. Indeed, since each dart has a level greater or equal to 1 , we have $l_{i, d}(1)=1$ for each dart $d$ and level $i$ such that $C D S_{i}(d) \neq(d)$. In this case using Theorem 3, we


Figure 11: Successors of the surviving darts
obtain $\varphi_{0}(d)=d_{1}$ if $K_{i}$ is a contraction kernel and $\sigma_{0}(d)=d_{1}$ if $K_{i}$ is a removal kernel with $C D S_{i}(d)=d_{1} \ldots, d_{p}$.

Figure 11 presents the two connecting dart sequences defined at level 4 by the sequence of kernels described in Section 2(Figure 5). Each dart of this figure is indexed by its level. An unfolded representation of these sequence is provided by Figure 12.

On this example, the dart -5 with a level 4 follows immediately -11 in $C D S_{4}(-11)$ (see also Figure 12(a)). We have thus $L_{4}(-11)=4$ and $l_{4,-11}(1)=l_{4,-11}(2)=l_{4,-11}(3)=l_{4,-11}(4)=1$. Since $K_{4}$ is a removal kernel, we have according to Theorem 3 (see also Figure 4):

$$
\sigma_{0}(-11)=\sigma_{1}(-11)=\sigma_{2}(-11)=\sigma_{3}(-11)=-5
$$

The successor of -11 at level 4 is provided by TR-63 Proposition 17. Since the last dart of $C D S_{4}(-11)$ is 3 which is contracted before level 4 we have:

$$
\sigma_{4}(-11)=\varphi(3)=11
$$

In the same way, all darts of $C D S_{4}^{*}(11)$ have a level equal to 1 . We have thus $L_{4}(11)=1$ and $\sigma_{0}(11)$ is equal to the first dart of $C D S_{4}(11): 4$. Moreover, using TR-63 Proposition 17, we have $\sigma_{4}(11)=\varphi(-6)=-11$. Then, using

(a) $C D S_{4}(-11) \sigma_{4}(-11)$

(b) $C D S_{4}(11) \sigma_{4}(11)$

Figure 12: The sequence of darts $C D S_{4}(-11) \sigma_{4}(-11)$ and $C D S_{4}(11) \sigma_{4}(11)$. The level of each dart is indicated in its associated bar.

Corollary 2 :

$$
\sigma_{1}(11)=\sigma_{2}(11)=\sigma_{3}(11)=\sigma_{4}(11)=-11
$$

## 4 Successors relations within a connecting dart sequence

Given a generalized pyramid construction plan defined by $n$ kernels and a level $i \in\{1, \ldots, n\}$, the conjoint use of theorems 3 and corollary 2 allows us to compute the $\sigma$ successors of all the darts in $\mathcal{S D}_{i}$ for all levels in $\{1, \ldots, i\}$. However, for each level $j<i$ the $\sigma$ successors of the darts contained in the sets $\mathcal{S D}_{j}-\mathcal{S D}_{i}$ remain to be computed.

For example, the connecting dart sequences of -11 and 11 at level 4 allow us to compute the $\sigma$ successors of 11 and -11 from level 0 to level 4 (Figures 11 and 12). However, if we wish to compute the combinatorial map defined at level 2, we have to compute the $\sigma$ successors at level 2 of the darts $\mathcal{S D}_{2}=\alpha^{*}(5,3,11)$ (Figure 4). The $\sigma$ successors of $5,-5,3$ and -3 remain thus to be computed. Let us study the construction of the pyramid defined by Figure 4 from level 2 to level 4 . We have (TR-63 Tables 4 and 5):

$$
\begin{gather*}
C W_{3}(5)=5 .-3  \tag{9}\\
C D S_{3}(5)=5 . C D S_{2}^{*}(-5) .-3 . C D S_{2}^{*}(3)  \tag{10}\\
C W_{4}(-11)=-11 .-5.5  \tag{11}\\
C D S_{4}(-11)=-11 . C D S_{3}^{*}(11) .-5 . C D S_{3}^{*}(5) .5 . C D S_{3}^{*}(-5) \tag{12}
\end{gather*}
$$

We obtain by combining equations 10 and 12 :

$$
C D S_{4}(-11)=-11 . C D S_{3}^{*}(11) \cdot-5 . C D S_{2}^{*}(-5) \cdot-3 . C D S_{2}^{*}(3) \cdot 5 \cdot C D S_{3}^{*}(-5)
$$

The successors of -5 and 3 from level 0 to 2 may thus be determined (by Theorems 3 and corollary 2) from $C D S_{4}(-11)$ if we are able to retrieve $C D S_{2}^{*}(-5)$ and $C D S_{2}^{*}(3)$ from $C D S_{4}(-11)$. One first step toward this result consists to determine the dart at level $i$ whose connecting dart sequence contains a given non surviving dart $d$. Such a dart is denoted $d^{i}$. We have for example, $5^{4}=-3^{4}=-11$ (equation 12) and $-3^{3}=5$ (equation 10). Note that, using TR-63-propositions 18 and 19, the set of connecting dart sequences forms a partition of $\mathcal{D}$ at each level $i$ in $\{1, \ldots, n\}$. Therefore, any dart $d$ in $\mathcal{D}$ may be associated to an unique dart $d^{i} \in \mathcal{S D}_{i}$ such that $d \in C D S_{i}\left(d^{i}\right)$. In the following we will determine the $\sigma$ or $\varphi$ successors of $d$ within $C D S_{i}\left(d^{i}\right)$.

Proposition 7 Given a pyramid construction plan defined by $n$ kernels and an initial combinatorial map $G_{0}=\left(\mathcal{D}, \sigma_{0}, \alpha\right)$. Given a dart $d \in \mathcal{D}$, the sequence of darts $d^{i}$ such that $d \in C D S_{i}\left(d^{i}\right)$ satisfies:

- d belongs to its own connecting dart sequence until it is contracted or removed:

$$
\forall i \in\{0, \ldots, l-1\} \quad d^{i}=d
$$

with $l=\operatorname{level}(d)$.
Note that if $d$ is not contracted nor removed until level $n$, we have $l=n+1$. Therefore, in this case the above equation becomes:

$$
\forall i \in\{0, \ldots, n\} \quad d^{i}=d
$$

- If $d$ belongs to one $K_{l}$, the sequence $d^{l}, \ldots, d^{n}$ satisfies:

$$
d \in C W_{l}\left(d^{l}\right) \text { and d.CD } S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{l}^{*}\left(d^{l}\right)
$$

Moreover,

$$
\forall i \in\{l+1, \ldots, n\}\left\{\begin{array}{l}
\alpha\left(d^{i-1}\right) \in C W_{i}\left(d^{i}\right) \text { and } \\
d \in C D S_{i-1}^{*}\left(d^{i-1}\right) \unlhd C D S_{i}^{*}\left(d^{i}\right)
\end{array}\right.
$$

where $C W_{i}\left(d^{i}\right)$ denotes the connecting walk of $d^{i}$ defined at level $i$.

## Proof:

The first property is a direct consequence of the definition of connecting dart sequences. Let us now suppose that $d$ is contracted or removed at level $l$ and let us consider $d^{l} \in \mathcal{S} \mathcal{D}_{l}$ such that $d \in C W_{l}\left(d^{l}\right)$. The dart $d^{l}$ is fully determined by this relation since each dart in $\mathcal{S D}_{l-1}$ belongs to exactly one connecting walk defined at level $l$. Moreover, by definition of connecting dart sequences :

$$
C D S_{l}\left(d^{l}\right)=d_{1} C D S_{l-1}^{*}\left(\alpha\left(d_{1}\right)\right), \cdots d C D S_{l-1}^{*}(\alpha(d)) \cdots, d_{p} C D S_{l-1}^{*}\left(\alpha\left(d_{p}\right)\right)
$$

with $C W_{l}\left(d^{l}\right)=d_{1}, \ldots, d, \ldots, d_{p}$.
We have thus $d \in C D S_{l}\left(d^{l}\right)$. Moreover, since $d$ is contracted at level $l$ it can't be the first dart of $C D S_{l}\left(d^{l}\right)$, therefore $d \neq d_{1}$ and:

$$
\text { d.CD } S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{l}^{*}\left(d^{l}\right)
$$

Let us now consider $d^{l+1}$ such that $\alpha\left(d^{l}\right) \in C W_{l+1}\left(d^{l+1}\right)$. Like previously, $d^{l+1}$ is fully determined by this relation. Using the definition of connecting dart sequences:

$$
C D S_{l+1}\left(d^{l+1}\right)=b_{1} C D S_{l}^{*}\left(\alpha\left(b_{1}\right)\right), \cdots \alpha\left(d^{l}\right) C D S_{l}^{*}\left(d^{l}\right) \cdots, b_{p} C D S_{l}^{*}\left(\alpha\left(b_{p}\right)\right)
$$

with $C W_{l+1}\left(d^{l+1}\right)=b_{1}, \ldots, \alpha\left(d^{l}\right), \ldots, b_{p}$. Therefore:

$$
d \in C D S_{l}^{*}\left(d^{l}\right) \unlhd C D S_{l+1}^{*}\left(d^{l+1}\right) \Rightarrow d \in C D S_{l+1}^{*}\left(d^{l+1}\right)
$$

The property is thus true at level $l$. Let us suppose it true at a given level $i$ and let us consider $d^{i+1}$ such that $\alpha\left(d^{i}\right) \in C W_{i+1}\left(d^{i+1}\right)$. We have by definition of connecting dart sequences:

$$
\alpha\left(d^{i}\right) C D S_{i}^{*}\left(d^{i}\right) \unlhd C D S_{i+1}\left(d^{i+1}\right) \Rightarrow C D S_{i}^{*}\left(d^{i}\right) \unlhd C D S_{i+1}^{*}\left(d^{i+1}\right)
$$

Since by our recurrence hypothesis, $d \in C D S_{i}^{*}\left(d^{i}\right), d$ belongs to $C D S_{i+1}^{*}\left(d^{i+1}\right)$.

Remark 4 With the same hypothesis as proposition 7, if $d \in K_{l}$, using the transitivity of the sub-word relation:

$$
\forall i \in\{l, \ldots, n\} \quad d . C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{i}^{*}\left(d^{i}\right)
$$

Note that this last equation implies that:

$$
\forall i \in\{l, \ldots, n\} \quad C D S_{i}^{*}\left(d^{i}\right) \neq \emptyset
$$

| $C D S_{1}(9)$ : | 9 | -4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C D S_{2}(3)$ : | 3 | -7 | 1 | 8 | 2 | 9 |  | -2 | -1 | 7 | 10 |  |  |  |  |  |  |  |  |
| $C D S_{3}(5)$ : | 5 | 6 | -12 | -9 | -4 | -8 |  | -3 | -7 | 1 | 8 |  | 2 | 9 | -2 |  |  |  | 10 |

Table 1: Connecting dart sequences containing the dart 9 from level 1 to level 3. The sequence $9 . C D S_{1}^{*}(-9)$ is surrounded.

Table 1 shows the different connecting dart sequences containing the dart 9 from level 1 to 3 (Figure 5). The dart 9 is removed at the level $l=2$ and $9 C D S_{1}^{*}(-9)=9 .-2 .-1.7 .10$ (surrounded sequence in Table 1). We have from Table 1: $9^{2}=3$ and $9^{3}=5$. As stated by Proposition 7 and Remark 4, the sequence $9 . C D S_{1}(-9)$ is a sub word of the sequences $C D S_{2}(3)$ and $C D S_{3}(5)$. We can note that on this example that 9.CD $S_{1}(-9)$ is a suffix of $C D S_{2}(3), C D S_{3}(5)$. This last configuration being particularly interesting in the following we define it precisely:

## Definition 6 Set $J_{d}$

Given a pyramid construction plan defined by $n$ kernels and an initial combinatorial map $G_{0}=\left(\mathcal{D}, \sigma_{0}, \alpha\right)$. Given a dart $d \in \mathcal{D}$ with level l, the set $J_{d}$ is the subset of levels included in $\{l, \ldots, n\}$ such that $d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of $C D S_{i}^{*}\left(d^{i}\right)$ :

$$
J_{d}=\left\{i \in\{l, \ldots, n\} \quad \mid \quad d C D S_{l-1}^{*}(\alpha(d)) \preceq_{s u f f} C D S_{i}^{*}\left(d^{i}\right)\right\}
$$

Corollary 3 Using the same hypothesis and notations as Definition 6, the set $J_{d}$ is equal to $I_{d^{\prime}} \cap\{l, \ldots, n\}$ (see TR-63 proposition 21) where $d^{\prime}$ is the last dart of $d C D S_{l-1}^{*}(\alpha(d))$. Moreover, the set $J_{d}$ is either empty or is a contiguous interval of $\{l, \ldots, n\}$ including $l$.

## Proof:

If $i \in J_{d}$, we have $i \geq l$ and $d^{\prime}$ is the last dart of $C D S_{i}\left(d^{i}\right)$. Consequently $i \in I_{d^{\prime}}$ and $J_{d} \subset I_{d^{\prime}} \cap\{l, \ldots, n\}$.

Conversely, $d C D S_{l-1}^{*}(\alpha(d))$ is a sub-word of $C D S_{i}^{*}\left(d^{i}\right)$ for each $i$ in $\{l, \ldots, n\}$ :

$$
\forall i \in\{l, \ldots, n\}, \exists S_{i}^{1}, S_{i}^{2} \mid C D S_{i}^{*}\left(d^{i}\right)=S_{i}^{1} d C D S_{l-1}^{*}(\alpha(d)) S_{i}^{2}
$$

Therefore, $d^{\prime}$ belongs to $C D S_{i}\left(d^{i}\right)$ for each $i \in\{l, \ldots, n\}$.
If $i \in I_{d^{\prime}} \cap\{l, \ldots, n\}$, since $d^{\prime} \in d C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{i}^{*}\left(d^{i}\right)$ and each dart appears at most once in each connecting dart sequence defined at level $i$ (TR-63-Proposition 19), $d^{\prime}$ does not belong to $S_{i}^{2}$. The dart $d^{\prime}$ being by hypothesis the last one of $C D S_{i}\left(d^{i}\right)$, the sequence $S_{i}^{2}$ must thus be empty. The sequence $d C D S_{l-1}^{*}(\alpha(d))$ is thus a strict suffix of $C D S_{i}^{*}\left(d^{i}\right)$ and we have:

$$
I_{d^{\prime}} \cap\{l, \ldots, n\} \subset J_{d} \Longrightarrow I_{d^{\prime}} \cap\{l, \ldots, n\}=J_{d}
$$

If $I_{d^{\prime}} \cap\{l, \ldots, n\}$ is empty $J_{d}$ is empty. Otherwise, using TR-63-Proposition 21, $I_{d^{\prime}}=\left\{\operatorname{level}\left(d^{\prime}\right), \ldots, m\right\}$ where $m$ is the upper bound of $I_{d^{\prime}}$. Note that, since $d^{\prime} \in C D S_{l-1}(\alpha(d))$ we have $\operatorname{level}\left(d^{\prime}\right)<l$. Therefore, the intersection between $I_{d^{\prime}}$ and $\{l, \ldots, n\}$ is non-empty only if $m$ is greater than $l$. We have then:

$$
J_{d}=I_{d^{\prime}} \cap\{l, \ldots, n\}=\left\{\operatorname{level}\left(d^{\prime}\right), \ldots, m\right\} \cap\{l, \ldots, n\}=\{l, \ldots, m\}
$$

The set $J_{d}$ is thus a non empty interval of $\{l, \ldots, n\}$ including $l$.

Using Table 1, the dart 9 is removed at level 2 and $9 C D S_{1}^{*}(-9)$ (surrounded sequence in Table 1) is a suffix of $C D S_{2}(3)$ and $C D S_{3}(5)$. Note that $9^{4}=-11$ (Figure 5) and $9 C D S_{1}^{*}(-9)$ is not a suffix of $C D S_{4}(-11)$. Consequently the set $J_{9}$ is equal to $\{2,3\}$. Since $I_{10}=\{1,2,3\}$, we obtain by using corollary 3 :

$$
J_{9}=I_{10} \cap\{l, \ldots, n\}=\{1,2,3\} \cap\{2,3,4\}=\{2,3\}
$$

Note that since $C D S_{1}^{*}(-9) \subset K_{1}, 9$ is the last dart with a level 2 in $C D S_{2}(3)$ and $C D S_{3}(5)$.

Conversely, the sequence $8 C D S_{1}(-8)=8.2$ is not a suffix of $C D S_{2}\left(8^{2}=\right.$ 3) (Table 1 or Figure 5). We have in this case $J_{8}=\emptyset$. In this case, the set $I_{2}=\{1\}$ has an empty intersection with $\{l, \ldots, n\}=\{2,3,4\}$.

Proposition 8 Given a Pyramid construction plan defined by $n$ kernels, a dart $d \in K_{l}$ and a level $i \in I_{d}$ we have:
$\forall j \in\{0, \ldots, l-1\} \begin{cases}\text { If } & d \text { is contracted } \\ & \varphi_{j}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \text { If } K_{i} \text { is a removal kernel }\end{cases} \\ \text { If } & d \text { is removed }\end{cases}$

## Proof:

Since ( Remark 4):

$$
\forall i \in\{l, \ldots, n\} \quad d . C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{i}^{*}\left(d^{i}\right)
$$

The dart $d$, is the last dart of $C D S_{i}\left(d^{i}\right)$, only if $C D S_{l-1}^{*}(\alpha(d))=\emptyset$. Then, using Theorem 2 on $C D S_{l-1}^{*}(\alpha(d))$ :

$$
\forall j \in\{0, \ldots, l-1\} \begin{cases}\text { If } & \begin{array}{l}
K_{l-1} \text { is a removal kernel } \\
\sigma_{j}(\alpha(d))=\sigma(\alpha(d))
\end{array} \\
\text { If } \begin{array}{l}
K_{l-1} \text { is a contraction kernel } \\
\varphi_{j}(\alpha(d))=\varphi(\alpha(d))
\end{array}\end{cases}
$$

Since $K_{l}$ and $K_{l-1}$ have not the same type, and $d$ is contracted or removed at level $l$, the above equation may be written as:

$$
\forall j \in\{0, \ldots, l-1\}\left\{\begin{array}{l}
\text { If } \begin{array}{l}
d \text { is contracted } \\
\\
\varphi_{j}(d)=\varphi(d)
\end{array} \\
\text { If } \begin{array}{l}
d \text { is removed } \\
\sigma_{j}(d)=\sigma(d)
\end{array}
\end{array}\right.
$$

Then, using TR63-proposition 17 [7]:
$\forall j \in\{0, \ldots, l-1\}\left\{\begin{array}{ll}\text { If } & d \text { is contracted } \\ & \varphi_{j}(d)=\varphi(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases} \\ \text { If } & d \text { is removed }\end{array} \quad \begin{array}{lll}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{array}\right.$

Note that, this last proposition allows us to retrieve all the successors of the last dart of a connecting dart sequence. Using the example displayed in Figure 11, the dart 3, contracted at level 3 is the last dart of $C D S_{3}(-11)$. Using Proposition 8 we have:

$$
\varphi_{0}(3)=\varphi_{1}(3)=\varphi_{2}(3)=\varphi_{3}(-11)=11
$$

Proposition 9 Given a dart $d \in K_{l}$, the series $\left(d^{j}\right)_{j \in J_{d}}$, satisfy the following properties:

1. The set $J_{d}$ is nonempty iff $d$ is the last dart of $C W_{l}\left(d^{l}\right)$.
2. If $J_{d}$ is nonempty, then for each $j$ in $J_{d}$ such that $j+1 \in J_{d}, \alpha\left(d^{j}\right)$ is the last dart of $C W_{j+1}\left(d^{j+1}\right)$

## Proof:

## 1. Equivalence between $J_{d}$ nonempty and $d$ last dart of $C W_{l}\left(d^{l}\right)$ :

Since $d \in C W_{l}\left(d^{l}\right)$ (Proposition 7) it exists two sequences of darts $S_{1}$ and $S_{2}$ such that:

$$
C D S_{l}\left(d^{l}\right)=S_{1} \cdot d \cdot C D S_{l-1}^{*}(\alpha(d)) S_{2}
$$

If $J_{d}$ is nonempty, it contains at least $l$ (Corollary 3). Therefore $S_{2}$ must be empty by definition of $J_{d}$. If $d$ is not the last dart of $C W_{l}\left(d^{l}\right)$, it exists at least one dart in $S_{2}$ which is refused by hypothesis.

Conversely, if $d$ is the last dart of $C W_{l}\left(d^{l}\right), S_{2}$ is empty by definition of connecting dart sequences. Therefore, $l \in J_{d}$ which is not empty.
2. $J_{d}$ nonempty implies that if $\{j, j+1\} \subset J_{d}, \alpha\left(d^{j}\right)$ is the last dart of $C W_{j+1}\left(d^{j+1}\right)$

Given a level $j$ in $J_{d}$ such that $j+1 \in J_{d}$, we have:
$C D S_{j+1}\left(d^{j+1}\right)=d_{1} C D S_{j}^{*}\left(\alpha\left(d_{1}\right)\right) \cdots \alpha\left(d^{j}\right) C D S_{j}^{*}\left(d^{j}\right) \cdots d_{p} C D S_{j}^{*}\left(\alpha\left(d_{p}\right)\right)$
with $\alpha\left(d^{j}\right) \in C W_{j+1}\left(d^{j+1}\right)=d_{1}, \ldots, \alpha\left(d^{j}\right) \ldots, d_{p}($ Proposition 7$)$.
Since $j \in J_{d}$, the sequence $d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of $C D S_{j}^{*}\left(d^{j}\right)$. Therefore, $j+1$ belongs to $J_{d}$ only if $C D S_{j}^{*}\left(d^{j}\right)$ is a suffix of $C D S_{j+1}\left(d^{j+1}\right)$. This last relation holds only if $\alpha\left(d^{j}\right)$ is the last dart of $C W_{j+1}\left(d^{j+1}\right)$.

Considering the dart 9 in Figure 5, we have $9^{2}=3,9^{3}=5$ and:

$$
\left\{\begin{array}{l}
C W_{2}(3)=3.8 .9 \\
C W_{3}(5)=5 .-3
\end{array}\right.
$$

The dart 9 is thus the last dart of $C W_{2}\left(9^{2}\right)$ while $\alpha\left(9^{2}\right)=-3$ is the last dart of $C W_{3}\left(9^{3}\right)$.

Note that we have according to the definition of connecting walks: $\sigma_{2}(3)=$ $\sigma_{1}(9)=5$ and $\varphi_{3}(5)=\varphi_{2}(-3)=\sigma_{2}(3)=\sigma_{1}(9)=5$. The following corollary generalizes this observation:

Corollary 4 With the same hypothesis as Proposition 9, given a dart d $\in K_{l}$ with $l<n$ :

$$
\forall i \in J_{d} \begin{cases}\text { If } & d \text { is contracted } \\ & \varphi_{l-1}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases} \\ \text { If } & d \text { is removed } \\ & \sigma_{l-1}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases} \end{cases}
$$

## Proof:

Since $d$ is the last dart of $C W_{l}\left(d^{l}\right)$ (Proposition 9), we have by definition of a connecting walk (TR-54, Definition 21):

- If $K_{l}$ is a contraction kernel $\varphi_{l}\left(d^{l}\right)=\varphi_{l-1}(d)$
- If $K_{l}$ is a removal kernel $\sigma_{l}\left(d^{l}\right)=\sigma_{l-1}(d)$

Since $d$ is either contracted or removed according to $K_{l}$, the proposition is true at rank $l$. Let us suppose it true for a given $i$ in $J_{d}$ such that $i+1 \in J_{d}$. Since $\alpha\left(d^{i}\right)$ is the last dart of $C W_{i+1}\left(d^{i+1}\right)$ :

- If $K_{i+1}$ is a contraction kernel, $K_{i}$ is a removal kernel and:

$$
\varphi_{i+1}\left(d^{i+1}\right)=\varphi_{i}\left(\alpha\left(d^{i}\right)\right)=\sigma_{i}\left(d^{i}\right)
$$

- If $K_{i+1}$ is a removal kernel, $K_{i}$ is a contraction kernel and:

$$
\sigma_{i+1}\left(d^{i+1}\right)=\sigma_{i}\left(\alpha\left(d^{i}\right)\right)=\varphi_{i}\left(d^{i}\right)
$$

Let us now decompose the demonstration according to the type of $K_{l}$.

- If $K_{l}$ is a contraction kernel, $d$ is contracted and:
- If $K_{i+1}$ is a contraction kernel, $K_{i}$ is a removal kernel. Moreover according to our recursive hypothesis:

$$
\varphi_{i+1}\left(d^{i+1}\right)=\sigma_{i}\left(d^{i}\right)=\varphi_{l-1}(d)
$$

- If $K_{i+1}$ is a removal kernel:

$$
\sigma_{i+1}\left(d^{i+1}\right)=\varphi_{i}\left(d^{i}\right)=\varphi_{l-1}(d)
$$

- If $K_{l}$ is a removal kernel, $d$ is removed at level $l$ and:
- If $K_{i+1}$ is a contraction kernel:

$$
\sigma_{i+1}\left(d^{i+1}\right)=\varphi_{i}\left(d^{i}\right)=\sigma_{l-1}(d)
$$

- If $K_{i+1}$ is a contraction kernel:

$$
\varphi_{i+1}\left(d^{i+1}\right)=\sigma_{i}\left(d^{i}\right)=\sigma_{l-1}(d)
$$

Using the example displayed in Figure 5, the dart 9 is removed at level 2 and $J_{9}=\{2,3\}$ (see page 36). Moreover, we have $9^{2}=3$ and $9^{3}=5$. Using TR-63, Proposition 17, $\sigma_{1}(9)=\varphi_{1}(-9)$ is equal to the $\varphi_{0}$ successor of
the last dart of $C D S_{1}(-9)$ which is equal to $5($ Figure 5 a$)$ ). Since $K_{2}$ is a removal kernel and $K_{3}$ a contraction one, we obtain by Corollary 4 (see also Figure 4):

$$
\sigma_{1}(9)=\sigma_{2}(3)=\varphi_{3}(5)=5
$$

Note that $\sigma_{2}(3)$ and $\varphi_{3}(5)$ may also be obtained from $C D S_{2}(3)$ and $C D S_{3}(5)$ by using TR-63, Proposition 17. The major interest of Corollary 4 is that it allows us to retrieve the $\sigma_{l-1}$ or $\varphi_{l-1}$ successor of one dart $d$ such that $J_{d}$ is non empty by using the connecting dart sequences defined at the current level. In the above example, the value of $\sigma_{1}(9)$ may be retrieve by using the connecting dart sequences defined at level 2 or 3 .

The following corollary extends this result to the successors of a dart $d$ from level $L_{l-1}(\alpha(d))$ to level $l=\operatorname{level}(d)$ :

Corollary 5 Given a dart $d$ in $K_{l}$, with $l<n$, if $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon$ :

$$
\left.\begin{array}{rl}
\forall i & \in J_{d} \\
\forall j \in\left\{L_{l-1}(\alpha(d)), \ldots, l-1\right\}
\end{array}\right\}, \begin{aligned}
& \text { If } d \text { is contracted }  \tag{13}\\
& \varphi_{j}(d)=\left\{\begin{aligned}
\varphi_{i}\left(d^{i}\right) \\
\sigma_{i}\left(d^{i}\right)
\end{aligned}\right. \\
& \text { If } K_{i} \text { is a } K_{i} \text { is a removaction kernel } \\
& \text { If d is removed } \\
& \sigma_{j}(d)=\left\{\begin{aligned}
\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{aligned}\right.
\end{aligned}
$$

## Proof:

If $J_{d}$ is empty the demonstration is trivial. Otherwise, using Corollary 2 on $C D S_{l-1}(\alpha(d))$ :

$$
\forall j \in\left\{L_{l-1}(\alpha(d)), \ldots, l-1\right\} \begin{cases}\text { If } K_{l-1} & \text { is a removal kernel: } \\ & \sigma_{j}(\alpha(d))=\sigma_{l-1}(\alpha(d)) \\ \text { If } K_{l-1} & \text { is a contraction kernel: } \\ & \varphi_{j}(\alpha(d))=\varphi_{l-1}(\alpha(d))\end{cases}
$$

Since $K_{l-1}$ and $K_{l}$ have not the same type and $d \in K_{l}$ :

$$
\forall j \in\left\{L_{l-1}(\alpha(d)), \ldots, l-1\right\} \begin{cases}\text { If } d & \text { is contracted } \\ & \varphi_{j}(d)=\varphi_{l-1}(d) \\ \text { If } d & \text { is removed } \\ & \sigma_{j}(d)=\sigma_{l-1}(d)\end{cases}
$$

Using the above equation and Corollary 4 , for each $(i, j)$ in $J_{d} \times\left\{L_{l-1}(\alpha(d)), \ldots, l-\right.$ $1\}$ :

If $d$ is contracted

$$
\varphi_{j}(d)=\varphi_{l-1}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

If $d$ is removed

$$
\sigma_{j}(d)=\sigma_{l-1}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

Corollary 5 may thus be considered as an extension of Corollary 4. Indeed, under an additional hypothesis $\left(C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon\right)$, this corollary allows to retrieve additional $\varphi$ or $\sigma$ successors of one dart $d$ such that $d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of some $C D S_{i}\left(d^{i}\right)$ with $i \geq l$.

In the following we will study more carefully the sequence of darts encountered in a connecting dart sequence after a given dart. However, we have first to define in which case such a sequence exists.

## Definition 7 Set for successors

Given a pyramid construction plan defined by $n$ kernels and a dart $d \in \mathcal{D}$, the set $\mathcal{D} \mathcal{S}_{d}$ is the set of levels in $\{1, \ldots, n\}$ such that $d$ is neither the last nor the only dart of $C D S_{i}\left(d^{i}\right)$ :

$$
\mathcal{D} \mathcal{S}_{d}=\left\{i \in\{1, \ldots, n\} \mid \exists S_{1}, S_{2}, C D S_{i}\left(d^{i}\right)=S_{1} d S_{2} \text { with } S_{2} \neq \varepsilon\right\}
$$

Remark 5 Note that given a dart d contracted or removed at level $l<n$, we have:

$$
\mathcal{D} \mathcal{S}_{d}=\left\{i \in\{1, \ldots, l-1\} \mid C D S_{i}^{*}(d) \neq \varepsilon\right\} \cup\left(\{l, \ldots, n\}-I_{d}\right)
$$

Since $I_{d}$ is a contiguous interval of $\{l, \ldots, n\}$ including $l$ :

$$
\mathcal{D} \mathcal{S}_{d} \cap\{l, \ldots, n\}=\{m, \ldots, n\}
$$

where $m-1$ is equal to $l-1$ if $I_{d}$ is empty and the upper bound of $I_{d}$ otherwise.
Proposition 10 Given a pyramid construction plan defined by $n$ kernels, a dart $d \in \mathcal{D}$ and a level $i<l \in \mathcal{D} \mathcal{S}_{d}$. The sets $\mathcal{D} \mathcal{S}_{d}$ and $\mathcal{D} \mathcal{S}_{\alpha(d)}$ include the following sets:

$$
\begin{array}{ll}
\{j \in\{i, \ldots, l-1\} \mid(j-i) \bmod 2=0\} & \subset \mathcal{D} \mathcal{S}_{d} \\
\{j \in\{i, \ldots, l-1\} \mid(j-i) \bmod 2=1\} & \subset \mathcal{D} \mathcal{S}_{\alpha(d)}
\end{array}
$$

with $l=\operatorname{level}(d)$

## Proof:

Since $i<l, i \in \mathcal{D} \mathcal{S}_{d}$ iff $C D S_{i}(d) \neq(d)($ Remark 5). Using Proposition 3:

$$
\forall j \in\{i, \ldots, l-1\} \begin{cases}C D S_{i}(d) \preceq_{\text {pre }} C D S_{j}(d) & \text { if }(j-i) \bmod 2=0 \\ C D S_{i}^{*}(d) \preceq_{\text {pre }} C D S_{j}^{*}(\alpha(d)) & \text { if }(j-i) \bmod 2=1\end{cases}
$$

Therefore, if $(j-i) \bmod 2=0, C D S_{i}^{*}(d)$ is not empty and is a prefix of $C D S_{j}^{*}(d)$ which is thus non-empty. Therefore $j \in \mathcal{D} \mathcal{S}_{d}$. If $(j-i) \bmod 2=1$, since $C D S_{i}^{*}(d)$ is non empty $C D S_{j}^{*}(\alpha(d))$ is non empty and $j \in \mathcal{D} \mathcal{S}_{\alpha(d)}$.
Remark 6 Proposition 10 states only necessary conditions. Therefore, using the same hypothesis and notations, we may have $j \in \mathcal{D} \mathcal{S}_{d}$ with $i<\operatorname{level}(d)$ while $(j-i) \bmod 2=1$.

Our analysis of the sequence of darts which follows a given dart $d$ in $C D S_{i}\left(d^{i}\right)$ is mainly based on the level of each dart following $d$ in $C D S_{i}\left(d^{i}\right)$. The study of this sequence of darts requires to define the range of levels encountered after $d$ in $C D S_{i}\left(d^{i}\right)$ and the index of the first dart with a level greater than a given value encountered after $d$ in $C D S_{i}\left(d^{i}\right)$.

## Definition 8 Index, Max-level and successor functions

Given a pyramid construction plan defined by $n$ kernels:

- The index of a dart d at level $i$ : $\operatorname{Ind}_{i}(d)$ is equal to its index in the connecting dart sequence $C D S_{i}\left(d^{i}\right)$ which contains it at level $i$.
- For each dart $d \in \mathcal{D}$, for each $i \in \mathcal{D} \mathcal{S}_{d}, \mathcal{L}_{i}(d)$ is defined as the minimum between level(d) and the greater level of the darts which follow d in $C D S_{i}^{*}\left(d^{i}\right)$ :

$$
\begin{equation*}
\mathcal{L}_{i}(d)=\min \left(\operatorname{level}(d), \max _{k \in\left\{\operatorname{Ind} d_{i}(d)+1, \ldots, p\right\}}\left\{\operatorname{level}\left(d_{k}\right)\right\}\right) \tag{14}
\end{equation*}
$$

with $C D S_{i}\left(d^{i}\right)=d_{1}, \ldots, d_{p}$.

- The $j$ - successor of a dart $d$ at level $i \in \mathcal{D S}_{d}$ : $\operatorname{succ}_{i, d}(j)$ with $j \in$ $\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}$ is the index of the first dart which follows $d$ in $C D S_{i}\left(d^{i}\right)$ with a level greater than $j$.

$$
\begin{align*}
& \left.\begin{array}{l}
\forall d \in \mathcal{D} \\
\forall i \in \mathcal{D}_{d} \\
\forall j \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}
\end{array}\right\} \\
& \operatorname{succ}_{i, d}(j)=\min \left\{k \in\left\{\operatorname{Ind}_{i}(d)+1, \ldots, p\right\} \mid \operatorname{level}\left(d_{k}\right) \geq j\right\} \tag{15}
\end{align*}
$$

with $C D S_{i}\left(d^{i}\right)=d_{1}, \ldots, d_{p}$.

$\begin{array}{ll}\text { 贯 } & \text { Considered dart } \\ \equiv & j \text {-successors }\end{array}$

Figure 13: The connecting dart sequence $C D S_{4}(-11)$ with the j -successors of the dart -3 at levels 1,2 and 3 . The level of each dart is indicated in its associated bar.

Using example displayed in Figure 13, the dart -3 with level 3 belongs to $C D S_{4}(-11)$. The index of -3 in $C D S_{4}(-11)$ is equal to 7 . The maximal level encountered after -3 is the one of the dart 5 and is equal to 4 . We have thus: $\mathcal{L}_{4}(-3)=\min (3,4)=3$. The first darts encountered after -3 with a level greater than 1,2 and 3 are respectively $-7,8$ and 5 . The indexes of these darts are respectively equal to: 8,10 and 17 . We finally obtain (Figure 13):

$$
\begin{aligned}
& \operatorname{Ind}_{4}(-3)=7, \mathcal{L}_{4}(-3)=3 \text { and } \\
& \operatorname{succ}_{4,-3}(1)=8, \operatorname{succ}_{4,-3}(2)=10, \operatorname{succ}_{4,-3}(3)=17
\end{aligned}
$$

Note that the function $\operatorname{succ}_{i, d}$ is not bijective. For example using the dart 5 in Figure 13 we obtain:

$$
\begin{aligned}
& \operatorname{Ind}_{4}(5)=17, \mathcal{L}_{4}(5)=3 \text { and } \\
& \operatorname{succ}_{4,5}(1)=18, \operatorname{succ}_{4,5}(2)=19, \operatorname{succ}_{4,5}(3)=19
\end{aligned}
$$

The function $\mathcal{L}_{i}$ may be considered as an extension of the MaxLevel function $L_{i}$ (Definition 4). Indeed, both functions provide the maximum level which may be encountered in a connecting dart sequence after a given dart (Proposition 11). In the same way, the function $\operatorname{succ}_{i, d}$ may be considered as an extension of the function $l_{i, d}$ (Definition 5). The following proposition formalize the relations between functions $L_{i}$ and $\mathcal{L}_{i}$ and extends some properties of the function $L_{i}($ Proposition 4$)$ to $\mathcal{L}_{i}$.

Proposition 11 Given a pyramid construction plan defined by $n$ kernels, and a dart d in $\mathcal{D}$ with a level $l$ :

1. The functions $L_{i}(d)$ and $\mathcal{L}_{i}(d)$ are equal for each $i$ in $\{1, \ldots, l-1\} \cap \mathcal{D} \mathcal{S}_{d}$.

$$
\forall i \in\{1, \ldots, l-1\} \cap \mathcal{D} \mathcal{S}_{d} \quad \mathcal{L}_{i}(d)=L_{i}(d)
$$

2. If $l<n$ :

$$
\begin{array}{lll}
\forall i \in\{1, \ldots, l-1\} \cap \mathcal{D} \mathcal{S}_{\alpha(d)} & \mathcal{L}_{i}(\alpha(d)) & \leq \mathcal{L}_{i+1}(d) \\
\forall i \in\{l, \ldots, n-1\} \cap \mathcal{D} \mathcal{S}_{d} & \mathcal{L}_{i}(d) & \leq \mathcal{L}_{i+1}(d)
\end{array}
$$

3. If $l<n$ for each level $i$ in $\{l, \ldots, n-1\} \cap \mathcal{D} \mathcal{S}_{d}$, each dart indexed by $\operatorname{succ}_{i, d}(k)$ in $C D S_{i}\left(d^{i}\right)$ with $k \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}$, is indexed by $\operatorname{succ}_{j, d}(k)$ in $C D S_{j}\left(d^{j}\right)$ for each $j$ greater than $i$.

$$
\left.\left.\begin{array}{l}
\forall i \in\{l, \ldots, n-1\} \cap \mathcal{D S}_{d} \\
\forall j \in\{i, \ldots, n\} \\
\forall k \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}
\end{array}\right\} d_{\text {succ }_{i, d}(k)}=b_{\text {succ }_{j, d}(k)}\right)
$$

## Proof:

1. If $i \leq l-1$, we have $d^{i}=d$ and $\operatorname{Ind}_{i}(d)=0$, with $C D S_{i}(d)=d=$ $d_{0}, d_{1}, \ldots, d_{p}$. Therefore, if $p>0$ :

$$
\max _{k \in\left\{\operatorname{Ind} d_{i}(d)+1, \ldots, p\right\}}\left\{\operatorname{level}\left(d_{k}\right)\right\}=\max _{k \in\{1, \ldots, p\}}\left\{\operatorname{level}\left(d_{k}\right)\right\}=L_{i}(d)
$$

Moreover, in this case $L_{i}(d) \leq i<l$ (see proposition 4), thus $\mathcal{L}_{i}(d)=$ $L_{i}(d)$.
2. First note that according to Proposition 10, if $i<l-1$ belongs to $\mathcal{D} \mathcal{S}_{\alpha(d)}$ then $i+1 \in \mathcal{D} \mathcal{S}_{d}$. Therefore, if $\mathcal{L}_{i}(\alpha(d))$ with $i<l-1$ is defined $\mathcal{L}_{i+1}(d)$ is also defined.
In the same way, since $\{l, \ldots, n-1\} \cap \mathcal{D} \mathcal{S}_{d}$ may be written as $\{m, \ldots, n-$ 1\} (Remark 5), if $\mathcal{L}_{i}(d)$ is defined, $i \in\{m, \ldots, n-1\}$. Therefore, $i+1 \in\{m+1, \ldots, n\} \subset \mathcal{D} \mathcal{S}_{d}$ and $\mathcal{L}_{i+1}(d)$ is also defined.

Using Proposition 4:

$$
\forall i \in\{1, \ldots, l-2\} \cap \mathcal{D} \mathcal{S}_{\alpha(d)} \quad L_{i}(\alpha(d)) \leq L_{i+1}(d)
$$

Moreover, if $l-1 \in \mathcal{D} \mathcal{S}_{\alpha(d)}$, we must have $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon$. Using Proposition 7:

$$
d \in d C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{l}^{*}\left(d^{l}\right) \Rightarrow L_{l-1}(\alpha(d)) \leq \mathcal{L}_{l}(d)
$$

Since $\mathcal{L}_{i}(d)=L_{i}(d)$ for each $i$ in $\{1, \ldots, l-1\}$, we obtain:

$$
\forall i \in\{1, \ldots, l-1\} \cap \mathcal{D} \mathcal{S}_{\alpha(d)} \quad \mathcal{L}_{i}(\alpha(d)) \leq \mathcal{L}_{i+1}(d)
$$

Let us now suppose that $l<n$, using Proposition 7:

$$
\forall i \in\{m, \ldots, n-1\} \quad d \in C D S_{i}^{*}\left(d^{i}\right) \unlhd C D S_{i+1}^{*}\left(d^{i+1}\right)
$$

where $m$ is the lower bound of $\{l, \ldots, n-1\} \cap \mathcal{D} \mathcal{S}_{d}$.
Therefore, given the sequences of dart $S_{1}, S_{2}, S_{1}^{\prime}$, and $S_{2}^{\prime}$ such that:

$$
\begin{aligned}
C D S_{i+1}^{*}\left(d^{i+1}\right) & =S_{1} C D S_{i}^{*}\left(d^{i}\right) S_{2} \\
C D S_{i}^{*}\left(d^{i}\right) & =S_{1}^{\prime} d S_{2}^{\prime} \\
\mathcal{L}_{i}(d)=\min \left(l, \max _{d^{\prime} \in S_{2}^{\prime}}\left\{\operatorname{level}\left(d^{\prime}\right)\right\}\right) \leq & \min \left(l, \max _{d^{\prime} \in S_{2}^{\prime} S_{2}}\left\{\operatorname{level}\left(d^{\prime}\right)\right\}\right)=\mathcal{L}_{i+1}(d)
\end{aligned}
$$

Note that, since $i \in \mathcal{D} \mathcal{S}_{d}, S_{2}^{\prime} \neq \emptyset$. We obtain thus:

$$
\begin{array}{ll}
\forall i \in\{1, \ldots, l-1\} & \mathcal{L}_{i}(\alpha(d)) \leq \mathcal{L}_{i+1}(d) \\
\forall i \in\{m, \ldots, n-1\} & \mathcal{L}_{i}(d) \leq \mathcal{L}_{i+1}(d)
\end{array}
$$

3. Using Proposition 7 and the transitivity of the sub word relation we have for each $i \in \mathcal{D} \mathcal{S}_{d} \cap\{l, \ldots, n\}$ and for each $j \geq i$ :

$$
C D S_{i}^{*}\left(d^{i}\right) \unlhd C D S_{j}^{*}\left(d^{j}\right)
$$

Since $\mathcal{L}_{i}(d)$ is defined, at level $i$, the function $s u c c_{i, d}$ is also defined (Remark 6). Given a level $j$ greater than $i$ and an index $k$ in $\left\{1, \ldots, \mathcal{L}{ }_{i}(d)\right\}$ we can consider the sequences of darts $S_{1}, S_{2}, S_{1}^{\prime}$ and $S_{2}^{\prime}$ such that:

$$
\begin{aligned}
C D S_{j}^{*}\left(d^{j}\right) & =S_{1} C D S_{i}^{*}\left(d^{i}\right) S_{2} \\
C D S_{i}^{*}\left(d^{i}\right) & =S_{1}^{\prime} d . d^{\prime} \ldots d_{\text {succ }_{i, d}(k)} S_{2}^{\prime}
\end{aligned}
$$

We obtain:

$$
\begin{aligned}
C D S_{j}^{*}\left(d^{j}\right) & =S_{1} S_{1}^{\prime} d \cdot d^{\prime} \ldots d_{\text {succ }_{i, d}(k)} S_{2}^{\prime} S_{2} \\
& =b_{1}, \ldots, b_{q}
\end{aligned}
$$

With $\operatorname{level}\left(d_{\text {succ }_{i, d}(k)}\right) \geq k$ and:

$$
\forall b \in\left\{d^{\prime}, \ldots, d_{\text {succ }_{i, d}(k)-1}\right\} \quad \operatorname{level}(b)<k
$$

Therefore, $d_{\text {succ }_{i, d}(k)}$ is the first dart with a level greater than $k$ encountered when traversing $C D S_{j}^{*}\left(d^{j}\right)$ starting from $d$. Thus $b_{s_{s u c c}^{j, d}( }(k)=$ $d_{\text {succ }_{i, d}(k)}$ and:

$$
\forall j \in\{i, \ldots, n\} \forall k \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\} \quad d_{\text {succ }_{i, d}(k)}=b_{\text {succ }_{j, d}(k)}
$$

The third point of the above proposition only shows that given a level $k$ and a dart $d$, if $\operatorname{succ}_{i, d}(k)$ exists for some level $i, d_{\text {succ }_{i, d}(k)}$ will remain the same in all connecting dart sequences defined at level $j \geq i$ although its index may vary.

Proposition 11 establishes some relations between functions $L_{i}$ and $\mathcal{L}_{i}$. In the same way, Proposition 12 formalizes some relations between the functions $l_{i, d}$ (Definition 5) and $\operatorname{succ}_{i, d}$.

Proposition 12 Given a pyramid construction plan defined by $n$ kernels, and a dart $d$ in $\mathcal{D}$ the function succ $_{i, d}$ satisfies the following properties:

$$
\left.\begin{array}{l}
\forall i \in\{1, \ldots, l-1\} \cap \mathcal{D} \mathcal{S}_{d} \\
\forall j \in\left\{1, \ldots, L_{i}(d)\right\}
\end{array}\right\} \quad \operatorname{succ}_{i, d}(j)=l_{i, d}(j)
$$

If $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon$ :

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\}, \\
\forall j \in\left\{1, \ldots, L_{l-1}(\alpha(d))\right\}
\end{array}\right\} \quad d_{\text {succ }_{i, d}(j)}=d_{l_{l-1, \alpha(d)}(j)}
$$

with $l=\operatorname{level}(d)$. Note that if $d$ does not belong to any kernel, $l=n+1$ and thus the set $\{l, \ldots, n\}$ is empty.

## Proof:

If $i<l$, since $d \in \mathcal{D} \mathcal{S}_{d}, C D S_{i}(d) \neq \varepsilon$ and the functions $l_{i, d}$ and succ $_{i, d}$ are both defined. Moreover, since $d$ is not yet contracted nor removed at
level $i, \operatorname{Ind}_{i}(d)=1$ and $\mathcal{L}_{i}(d)=L_{i}(d)$ (Proposition 11). Thus the research of the first dart with a level greater than $j \in\left\{1, \ldots, L_{i}(d)\right\}$ is performed on $C D S_{i}^{*}(d)$. This last calculus corresponds to the computation of $l_{i, d}(j)$ :

$$
\forall i \in\{1, \ldots, l-1\}, \forall j \in\left\{1, \ldots, L_{i}(d)\right\} \quad \operatorname{succ}_{i, d}(j)=l_{i, d}(j)
$$

Let us now suppose that $d$ is contracted or removed at level $l$. Since the sequence $C D S_{l-1}^{*}(\alpha(d))$ is not empty, $L_{l-1}(\alpha(d))$ is defined. We can thus consider an index $j$ in $\left\{1, \ldots, L_{l-1}(\alpha(d))\right\}$. By definition of the function $l_{l-1, \alpha(d)}, d_{l_{l-1, \alpha(d)}(j)} \neq \alpha(d)$. Therefore, using Remark 4:

$$
\forall i \in\{l, \ldots, n\} \quad d \ldots d_{l_{l-1, \alpha(d)}}(j) \unlhd d . C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{i}^{*}\left(d^{i}\right)
$$

Therefore, for each $i$ in $\{l, \ldots, n\}, d_{l_{l-1, \alpha(d)}(j)}$ is the first dart with a level greater than $j$ encountered when traversing $C D S_{i}\left(d^{i}\right)$ starting from $d$. Therefore:

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\} \\
\forall j \in\left\{1, \ldots, L_{l-1}(\alpha(d))\right\}
\end{array}\right\} \quad d_{\text {succ }_{i, d}(j)}=d_{l_{l-1, \alpha(d)}(j)}
$$

Given one dart $d$ such that $J_{d}$ is non empty, and one level $i \in J_{d}$, $d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of $C D S_{i}\left(d^{i}\right)$ (Definition 6). This last property should have an influence on the value of $\mathcal{L}_{i}(d)$. The following proposition formalizes the relations between $J_{d}$ and $\mathcal{L}_{i}(d)$.

Proposition 13 Given a pyramid construction plan defined by $n$ kernels, a dart $d$ in $K_{l}$ and a level $i \in \mathcal{D} \mathcal{S}_{d} \cap\{l, \ldots, n\}$. If $C D S_{l-1}^{*}(\alpha(d)) \neq \emptyset$ the following propositions are equivalent:

1. $i \in J_{d}$
2. $\mathcal{L}_{i}(d)=L_{l-1}(\alpha(d))$
3. $\mathcal{L}_{i}(d)<l$

## Proof:

$\mathbf{( 1 )} \Rightarrow \mathbf{( 2 ) : ~ I f ~} i \in J_{d}$, it exists a sequence $S$ of darts such that: $C D S_{i}\left(d^{i}\right)=$ S.d.CD $S_{l-1}^{*}(\alpha(d))$. Thus:

$$
\mathcal{L}_{i}(d)=\operatorname{Max}_{d^{\prime} \in C D} S_{l-1}^{*}(\alpha(d)),\left\{\operatorname{level}\left(d^{\prime}\right)\right\}=L_{l-1}(\alpha(d))
$$

$\mathbf{( 2 )} \Rightarrow \mathbf{( 3 )}$ : Since $L_{l-1}(\alpha(d)) \leq l-1$ (Proposition 4) the implication is trivial.
$\mathbf{( 3 )} \Rightarrow \mathbf{( 1 )}$ : If $J_{d}$ is empty, $d$ is not the last dart of $C W_{l}\left(d^{l}\right)$ (Proposition 9). Thus it exists one dart $d^{\prime}$ such that $C W_{l}\left(d^{l}\right)=\ldots d . d^{\prime} \ldots$ with level $\left(d^{\prime}\right)=$ $l$. Moreover, by definition of connecting dart sequences:

$$
C D S_{l}\left(d^{l}\right)=\cdots . d . C D S_{l-1}^{*}(\alpha(d)) d^{\prime} \cdots
$$

Therefore $\mathcal{L}_{l}(d)=l \leq \mathcal{L}_{i}(d)$ (Proposition 11). This last result being refused by hypothesis we have $J_{d} \neq \emptyset$. Let us denote by $m$ the upper bound of $J_{d}$. The set $J_{d}$ being an interval we have $J_{d}=\{l, \ldots, m\}$. If $m$ is strictly lower than $i$ it exists one dart $d^{\prime \prime}$ such that:

$$
C D S_{m+1}\left(d^{m+1}\right)=\cdots, d C D S_{l-1}^{*}(\alpha(d)) d^{\prime \prime} \cdots
$$

with level $\left(d^{\prime \prime}\right)=m$.
Then: $\mathcal{L}_{m+1}(d)=l \leq \mathcal{L}_{i}(d)$ which is again refused by hypothesis. Therefore we must have $i \leq m$ and thus $i \in J_{d}$.

Remark 7 Note that using proposition 13, $L_{l-1}(\alpha(d))$ may be replaced by $\mathcal{L}_{i}(d)$ in Corollary 5.

The two following theorems use the results already obtained to retrieve the successors of a dart $d$ from the darts which follow it in a connecting dart sequence. In order to not overload the demonstration this result has been split into two theorems according to the value of $C D S_{l-1}^{*}(\alpha(d))$ with $l=\operatorname{level}(d)$.

Theorem 4 Given a pyramid construction plan defined by $n$ kernels, and a dart $d$ with a level $l<n$ such that $C D S_{l-1}^{*}(\alpha(d))=\varepsilon$. For each $i \in$ $\{l, \ldots, n\} \cap \mathcal{D} \mathcal{S}_{d}$, the $\varphi$ or $\sigma$ successors of $d$ defined at level $j<\mathcal{L}_{i}(d)$, may be retrieved by the following property:

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\} \cap \mathcal{D} \mathcal{S}_{d}, \\
\forall j \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}
\end{array}\right\}\left\{\begin{array}{lll}
\varphi_{j-1}(d) & =d_{\text {succ }_{i, d}(j)} & \text { If d is contracted } \\
\sigma_{j-1}(d) & =d_{\text {succ }_{i, d}(j)} & \text { If d is removed }
\end{array}\right.
$$

## Proof:

Since $C D S_{l-1}^{*}(\alpha(d))=\varepsilon$, Theorem 2 applied on $C D S^{*}(\alpha(d))$ provides the following result:

$$
\forall k \in\{0, \ldots, l-1\} \begin{cases}\text { If } \quad \begin{array}{l}
K_{l-1} \text { is a removal kernel } \\
\sigma_{k}(\alpha(d))=\sigma(\alpha(d))
\end{array} \\
\text { If } \begin{array}{l}
K_{l-1} \text { is a contraction kernel } \\
\varphi_{k}(\alpha(d))=\varphi(\alpha(d))
\end{array}\end{cases}
$$

Since $K_{l-1}$ and $K_{l}$ have not the same type and $d \in K_{l}$ we obtain, with $j=k+1$ :

$$
\forall j \in\{1, \ldots, l\} \begin{cases}\text { If } & \begin{array}{l}
d \text { is contracted } \\
\varphi_{j-1}(d)=\varphi(d)
\end{array} \\
\text { If } \begin{array}{l}
d \text { is removed } \\
\sigma_{j-1}(d)=\sigma(d)
\end{array}\end{cases}
$$

Note that, this last equation is equivalent to:

$$
\forall j \in\{1, \ldots, l\} \begin{cases}\text { If } & \begin{array}{l}
d \text { is contracted } \\
\varphi_{j-1}(d)=\varphi_{l-1}(d)=\varphi(d)
\end{array}  \tag{16}\\
\text { If } \quad \begin{array}{l}
d \text { is removed } \\
\sigma_{j-1}(d)=\sigma_{l-1}(d)=\sigma(d)
\end{array}\end{cases}
$$

Since $C D S_{l-1}^{*}(\alpha(d))=\varepsilon, d C D S_{l-1}^{*}(\alpha(d))=d$ and $J_{d}=I_{d}$. Therefore (Remark 5):

$$
\{l, \ldots, n\} \cap \mathcal{D} \mathcal{S}_{d}=\{l, \ldots, n\}-J_{d}
$$

Let us now decompose the demonstration according to the value of $J_{d}$.
If $J_{d}$ is empty, $\{l, \ldots, n\} \cap \mathcal{D} \mathcal{S}_{d}=\{l, \ldots, n\}$.
In this case $d$ is not the last dart of $C W_{l}\left(d^{l}\right)$ (Proposition 9). Therefore, if $k$ denotes the index of $d$ in $C W_{l}\left(d^{l}\right)$, using the definition of connecting walks, $b_{k+1}$ satisfies:

$$
b_{k+1}= \begin{cases}\varphi_{l-1}(d) & \text { If } \mathrm{d} \text { is contracted } \\ \sigma_{l-1}(d) & \text { If } \mathrm{d} \text { is removed }\end{cases}
$$

Moreover, $d C D S_{l-1}^{*}(\alpha(d)) b_{k+1}=d b_{k+1}$ is a sub word of $C D S_{l}\left(d^{l}\right)$. Therefore, since level $\left(b_{k+1}\right)=l$, we have:

$$
\begin{cases}\forall i \in\{l, \ldots, n\} & \mathcal{L}_{i}(d)=l \\ \forall j \in\{1, \ldots, l\} & d_{\text {succ }_{l, d}(j)}=b_{k+1}\end{cases}
$$

Using the above equations and equation 16 :

$$
\forall j \in\{1, \ldots, l\} \begin{cases}\text { If } & d \text { is contracted } \\ & \varphi_{j-1}(d)=\varphi_{l-1}(d)=b_{k+1}=d_{\text {succl } l, d(j)} \\ \text { If } & d \text { is removed } \\ \sigma_{j-1}(d)=\sigma_{l-1}(d)=b_{k+1}=d_{\text {succl }_{l, d}(j)}\end{cases}
$$

Therefore, using Proposition 11:

$$
\left.\forall i \in\{l, \ldots, n\} \quad \mathcal{L}_{i}(d)\right\} \begin{cases}\text { If } & d \text { is contracted } \\ & \varphi_{j-1}(d)=d_{\text {succ }_{l, d}(j)}=d_{\text {succ }_{i, d}(j)} \\ \text { If } & d \text { is removed } \\ \sigma_{j-1}(d)=d_{\text {succ }_{l, d}(j)}=d_{\text {succ }_{i, d}(j)}\end{cases}
$$

Which corresponds to the expected result.
If $J_{d}$ is non empty, for each $j$ in $J_{d}=I_{d}$, $d$ is the last dart of $C D S_{i}\left(d^{i}\right)$.
In this case, $\mathcal{L}_{i}(d)$ is undefined for each $i$ in $J_{d}$. Let us denote by $m$ the upper bound of $I_{d}=J_{d}$. If $m=n$ we have nothing to demonstrate since $\mathcal{L}_{i}(d)$ is undefined for all levels in $\{l, \ldots, n\}$. In this case the successors of $d$ are provided by Proposition 8.
If $m<n$, let us denote by $k$ the index of $\alpha\left(d^{m}\right)$ in $C W_{m+1}\left(d^{m+1}\right)$. We have:
$C D S_{m+1}\left(d^{m+1}\right)=b_{1} C D S_{m}^{*}\left(\alpha\left(b_{1}\right)\right) \cdots \alpha\left(d_{m}\right) \ldots d b_{k+1} \cdots b_{p} C D S_{m+1}^{*}\left(\alpha\left(b_{p}\right)\right)$
with $C W_{m+1}\left(d^{m+1}\right)=b_{1}, \ldots, \alpha\left(d^{m}\right) b_{k+1} \ldots b_{p}$.
We have thus, by definition of connecting walks:

$$
\begin{aligned}
b_{k+1} & = \begin{cases}\sigma_{m}\left(\alpha\left(d^{m}\right)\right) & \text { If } K_{m+1} \text { is a removal kernel } \\
\varphi_{m}\left(\alpha\left(d^{m}\right)\right) & \text { If } K_{m+1} \text { is a contraction kernel }\end{cases} \\
& = \begin{cases}\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\
\sigma_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a removal kernel }\end{cases}
\end{aligned}
$$

Using TR-63 proposition 17 :

- If $d$ is contracted:

$$
\varphi(d)= \begin{cases}\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\ \sigma_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a removal kernel }\end{cases}
$$

- If $d$ is removed:

$$
\sigma(d)= \begin{cases}\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\ \sigma_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a removal kernel }\end{cases}
$$

Therefore:

$$
b_{k+1}= \begin{cases}\varphi(d) & \text { If } d \text { is contracted } \\ \sigma(d) & \text { If } d \text { is removed }\end{cases}
$$

Since level $\left(b_{k+1}\right)=m>l$ :

$$
\begin{array}{ll}
\forall i \in\{m+1, \ldots, n\} & \mathcal{L}_{i}(d)=l \\
\forall j \in\{1, \ldots, l\} & d_{\text {succ }_{l, d}(j)}=b_{k+1}
\end{array}
$$

Using equation 16 :

$$
\forall j \in\{1, \ldots, l\} \begin{cases}\varphi_{j-1}(d)=\varphi(d)=b_{k+1}=d_{\text {succ }_{l, d}(j)} & \text { If } d \text { is contracted } \\ \sigma_{j-1}(d)=\sigma(d)=b_{k+1}=d_{s u c c_{l, d}(j)} & \text { If } d \text { is removed }\end{cases}
$$

Using Proposition 11:

$$
\left.\begin{array}{l}
\forall i \in\{m+1, \ldots, n\} \\
\forall j \in\left\{1, \ldots, l=\mathcal{L}_{i}(d)\right\}
\end{array}\right\} \begin{cases}\text { If } & d \text { is contracted } \\
& \begin{array}{l}
\varphi_{j-1}(d)=d_{\text {succ }_{l, d}(j)}=d_{\text {succ }_{i, d}(j)} \\
\text { If } \\
d \text { is removed }
\end{array} \\
& \sigma_{j-1}(d)=d_{\text {succ }_{l, d}(j)}=d_{\text {succ }_{i, d}(j)}\end{cases}
$$

This last theorem may be illustrated by Figure 14 (see also Figure 5). We have indeed, $l=\operatorname{level}(-8)=2$ with $C D S_{2}^{*}(\alpha(-8))=C D S_{2}^{*}(8)=\varepsilon$. Moreover, $C D S_{1}^{*}(-8) \neq \varepsilon$ and -8 is the last dart of the connecting dart sequence which contains it only at level 2 . We have thus:

$$
\left\{\begin{array}{l}
J_{-8}=I_{-8}=\{2\} \text { and } \\
\mathcal{D S}_{-8}=\{1\} \cup\{3,4\}
\end{array}\right.
$$

Using the notations of Theorem 4 we are thus in the case where $J_{d}$ is not empty. The upper bound $m$ of $J_{-8}$ is in this case equal to 2 with $-8^{2}=-5$ and $-8^{3}=5$. We have additionally:

$$
C W_{3}(5)=5 .-3=\alpha\left(d^{m}\right) \cdot b_{k+1}
$$

We have thus, $b_{k+1}=-3$ and since -8 is removed:

$$
\sigma_{0}(-8)=d_{\text {succ }_{4,-8}(1)}=\sigma_{1}(-8)=d_{\text {succ }_{4},-8(2)}=b_{k+1}=-3
$$



Figure 14: The connecting dart sequence $C D S_{4}(-11)$ with the j-successors of the dart -8 at levels 1 and 2 . The level of each dart is indicated in its associated bar.

Theorem 5 Given a pyramid construction plan defined by $n$ kernels, and a dart $d$ with level $l<n$ such that $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon$. For each $i \in\{l, \ldots, n\}$, the $\varphi$ or $\sigma$ successors of $d$ defined at level $j<\mathcal{L}_{i}(d)$, may be retrieved by the following property:

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\}, \\
\forall j \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}
\end{array}\right\}\left\{\begin{array}{llll}
\varphi_{j-1}(d) & =d_{\text {succ }_{i, d}(j)} & \text { If d is contracted } \\
\sigma_{j-1}(d) & =d_{\text {succ }_{i, d}(j)} & \text { If d is removed }
\end{array}\right.
$$

## Proof:

First note that since $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon$, and $d C D S_{l-1}^{*}(\alpha(d)) \unlhd C D S_{i}\left(d^{i}\right)$ for any $i$ in $\{l, \ldots, n\}$ (Remark 4), the set $I_{d}$ is empty. We have thus (Remark 5):

$$
\{l, \ldots, n\} \cap \mathcal{D} \mathcal{S}_{d}=\{l, \ldots, n\}
$$

Moreover, since $C D S_{l-1}^{*}(\alpha(d)) \neq \varepsilon, L_{l-1}(\alpha(d))$ is defined and Theorem 3 may be applied on $C D S_{l-1}(\alpha(d))$ :
$\forall j \in\left\{1, \ldots, L_{l-1}(\alpha(d))\right\} \begin{cases}\sigma_{j-1}(\alpha(d))=d_{l_{l-1, \alpha(d)}(j)} & \text { If } K_{l-1} \text { is a removal kernel } \\ \varphi_{j-1}(\alpha(d))=d_{l_{l-1, \alpha(d)}(j)} & \text { If } K_{l-1} \text { is a contraction kernel }\end{cases}$
Since $d$ belongs to $K_{l}$ which has not the same type than $K_{l-1}$ :

$$
\forall j \in\left\{1, \ldots, L_{l-1}(\alpha(d))\right\} \begin{cases}\varphi_{j-1}(d)=d_{l_{l-1, \alpha(d)}}(j) & \text { If } d \text { is contracted } \\ \sigma_{j-1}(d)=d_{l_{l-1, \alpha(d)}(j)} & \text { If } d \text { is removed }\end{cases}
$$

Using Proposition 12, $d_{l_{l-1, \alpha(d)}(j)}=d_{\text {succ }_{i, d}(j)}$ for each $(i, j)$ in $\{l, \ldots, n\} \times$ $\left\{1, \ldots, L_{l-1}(\alpha(d))\right\}$. Therefore:

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\}  \tag{17}\\
\forall j \in\left\{1, \ldots, L_{l-1}(\alpha(d))\right\}
\end{array}\right\} \begin{cases}\text { If } d & \text { is contracted: } \\
& \varphi_{j-1}(d)=d_{\text {succ }_{i, d}(j)} \\
\text { If } d & \text { is removed: } \\
& \sigma_{j-1}(d)=d_{\text {succ }_{i, d}(j)}\end{cases}
$$

Let us now decompose the demonstration according to the value of $J_{d}$.
If $J_{d}$ is empty, $d$ is not the last dart of $C W_{l}\left(d^{l}\right)=b_{1} \ldots, b_{p}$ (Proposition 9).
Let us denote by $k$ the index of $d$ in $C W_{l}\left(d^{l}\right)$. The connecting dart sequence of $d^{l}$ at level $l$ is then equal to:

$$
C D S_{l}\left(d^{l}\right)=b_{1} C D S_{l-1}^{*}\left(\alpha\left(b_{1}\right) \ldots d C D S_{l-1}^{*}(\alpha(d)) b_{k+1} \ldots b_{p} C D S_{l-1}^{*}\left(\alpha\left(b_{p}\right)\right)\right.
$$

The sequence $d C D S_{l-1}^{*}(\alpha(d)) b_{k+1}$ is thus a sub-word of $C D S_{l}\left(d^{l}\right)$. Moreover, by definition of connecting walks:

$$
\begin{array}{ll}
\varphi_{l-1}(d) & =b_{k+1} \\
\sigma_{l-1}(d) & \text { If } K_{l} \text { is a contraction kernel } \\
b_{k+1} & \text { If } K_{l} \text { is a removal kernel }
\end{array}
$$

Since $\operatorname{level}\left(b_{k+1}\right)=l$, and $L_{l-1}(\alpha(d)) \leq l-1, b_{k+1}$ is the first dart with a level strictly greater than $L_{l-1}(\alpha(d))$ encountered when traversing $C D S_{l}^{*}\left(d^{l}\right)$ from $d$. Therefore:

$$
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\} \quad b_{k+1}=d_{s_{\text {succ }}^{l, d}(j)}
$$

Using Corollary 2 and Remark 3, with $C D S_{l-1}(\alpha(d))$ :

$$
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\} \quad \begin{cases}\text { If } K_{l-1} & \text { is a removal kernel: } \\ & \sigma_{j-1}(\alpha(d))=\sigma_{l-1}(\alpha(d)) \\ \text { If } K_{l-1} & \text { is a contraction kernel: } \\ & \varphi_{j-1}(\alpha(d))=\varphi_{l-1}(\alpha(d))\end{cases}
$$

Since $K_{l-1}$ and $K_{l}$ have not the same type, and $d \in K_{l}$ :

$$
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\}\left\{\begin{array}{l}
\text { If } d \text { is contracted: } \\
\varphi_{j-1}(d)=\varphi_{l-1}(d)=b_{k+1}=d_{\text {succ }_{l, d}(j)} \\
\text { If } d \text { is removed: } \\
\sigma_{j-1}(d)=\sigma_{l-1}(d)=b_{k+1}=d_{\text {succ }_{l, d}(j)}
\end{array}\right.
$$

Using Proposition 11:

$$
\left.\begin{array}{l}
\forall i \in\{l, \ldots, n\}  \tag{18}\\
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\}
\end{array}\right\}\left\{\begin{array}{l}
\text { If } d \text { is contracted: } \\
\varphi_{j-1}(d)=d_{\text {succel, }_{l}(j)}=d_{\text {succ }_{i, d}(j)} \\
\text { If } d \text { is removed: } \\
\sigma_{j-1}(d)=d_{\text {succ }_{l, d}(j)}=d_{\text {succ }_{i, d}(j)}
\end{array}\right.
$$

Where $\operatorname{succ}_{l, d}(j)$ and $\operatorname{succ}_{i, d}(j)$ denote the index of the same dart respectively in $C D S_{l}\left(d^{l}\right)$ and $C D S_{i}\left(d^{i}\right)$.
The combination of equations 17 and 18 provides the expected result. Note that in this case, since $\operatorname{level}\left(b_{k+1}\right)=l$ we have $\mathcal{L}_{l}(d)=l$ and thus $\mathcal{L}_{i}(d)=l$ for each $i$ in $\{l, \ldots, n\}$.

If $J_{d}$ is non empty, let us denote by $m$ the greater level contained in $J_{d}$. For each $i$ in $J_{d}, d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of $C D S_{i}^{*}\left(d^{i}\right)$. Therefore, $\mathcal{L}_{i}(d)=L_{l-1}(\alpha(d))$ for all $i$ in $\{l, \ldots, m\}$. If $m=n$, equation 17 provides the expected result.
Otherwise, let us suppose that $m<n$ and let us denote by $k$ the index of $\alpha\left(d^{m}\right)$ in $C W_{m+1}\left(d^{m+1}\right)=b_{1}, \ldots, b_{q}$. Since $d C D S_{l-1}^{*}(\alpha(d))$ is a suffix of $C D S_{m}^{*}\left(d^{m}\right), C D S_{m+1}\left(d^{m+1}\right)$ is equal to:

$$
\begin{array}{lll}
b_{1} C D S_{m}^{*}\left(\alpha\left(b_{1}\right)\right) \cdots & \alpha\left(d^{m}\right) C D S_{m}^{*}\left(d^{m}\right) b_{k+1} & \cdots b_{q} C D S_{m}^{*}\left(\alpha\left(b_{q}\right)\right) \\
\left.b_{1} C D S_{m}^{*}\left(\alpha\left(b_{1}\right)\right)\right) \cdots & \alpha\left(d^{m}\right) S d C D S_{l-1}^{*}(\alpha(d)) b_{k+1} & \cdots b_{q} C D S_{m}^{*}\left(\alpha\left(b_{q}\right)\right)
\end{array}
$$

with $S$ such that $C D S_{m}^{*}\left(d^{m}\right)=S d C D S_{l-1}^{*}(\alpha(d))$.
Therefore, $d C D S_{l-1}^{*}(\alpha(d)) b_{k+1}$ is a sub word of $C D S_{m+1}\left(d^{m+1}\right)$. Moreover, $\operatorname{since} \operatorname{level}\left(b_{k+1}\right)=m \geq l, \mathcal{L}_{m+1}(d)=l$ and:

$$
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\} \quad b_{k+1}=d_{s u c c_{m+1, d}(j)}
$$

Using Corollary 5 with $i=m \in J_{d}$, we have for each $j$ in $\left\{L_{l-1}(\alpha(d))+\right.$ $1, \ldots, l\}$ :

## If $d$ is contracted:

$$
\varphi_{j-1}(d)= \begin{cases}\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\ \sigma_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a removal kernel }\end{cases}
$$

## If $d$ is removed:

$$
\sigma_{j-1}(d)= \begin{cases}\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\ \sigma_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a removal kernel }\end{cases}
$$

Moreover, since $b_{k+1}$ follows $\alpha\left(d^{m}\right)$ in $C W_{m+1}\left(d^{m+1}\right)$ and $K_{m}, K_{m+1}$ have not the same type:

$$
b_{k+1}= \begin{cases}\sigma_{m}\left(\alpha\left(d^{m}\right)\right)=\varphi_{m}\left(d^{m}\right) & \text { If } K_{m} \text { is a contraction kernel } \\ \varphi_{m}\left(\alpha\left(d^{m}\right)\right)=\sigma_{m}\left(d^{m}\right) \text { If } K_{m} \text { is a removal kernel }\end{cases}
$$

Therefore:

$$
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\} \quad \begin{cases}\text { If } d & \text { is contracted: } \\ & \varphi_{j-1}(d)=b_{k+1}=d_{\text {succ }_{m+1, d}(j)} \\ \text { If } d & \text { is removed: } \\ & \sigma_{j-1}(d)=b_{k+1}=d_{\text {succ }_{m+1, d}(j)}\end{cases}
$$

Using Proposition 11:

$$
\left.\begin{array}{l}
\forall i \in\{m+1, \ldots, n\}  \tag{19}\\
\forall j \in\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\}
\end{array}\right\}\left\{\begin{array}{l}
\text { If } d \text { is contracted: } \\
\varphi_{j-1}(d)=d_{\text {succ }_{m+1, d}(j)}=d_{\text {succ }_{i, d}(j)} \\
\text { If } d \text { is removed: } \\
\sigma_{j-1}(d)=d_{\text {succ }_{m+1, d}(j)}=d_{\text {succ }_{i, d}(j)}
\end{array}\right.
$$

Moreover, since $\mathcal{L}_{m+1}(d)=l, \mathcal{L}_{i}(d)=l$ for each $i$ in $\{m+1, \ldots, n\}$. We have thus:

$$
\begin{array}{ll}
\forall i \in\{l, \ldots, m\} & \mathcal{L}_{i}(d)=L_{l-1}(\alpha(d)) \\
\forall i \in\{m+1, \ldots, n\} & \mathcal{L}_{i}(d)=l
\end{array}
$$

Therefore, for each $i$ in $\{l, \ldots, m\}$ equation 17 provides the expected result. If $i \in\{m+1, \ldots, n\}$, the expected result is provided by the conjoint use of equation 17 and 19

Let us consider the dart -5 in Figure 15 removed at level 4 (Figure 4). The first darts with a level greater than $1,2,3$ and 4 which follow -5 in $C D S_{4}(-11)$ are respectively equal to $6,-9,-3$ and 5 . The indices of these darts are equal to $3,5,8$ and 18 . Since the greater level encountered after 5 in $C D S_{4}(-11)$ is equal to 4 we have $\mathcal{L}_{4}(-5)=4$. We thus obtain:

$$
\begin{aligned}
& \operatorname{Ind}_{4}(-5)=2, \mathcal{L}_{4}(-5)=4 \text { and } \\
& \operatorname{succ}_{4,-5}(1)=3, \operatorname{succ}_{4,-5}(2)=5, \operatorname{succ}_{4,-5}(3)=8, \operatorname{succ}_{4,-5}(4)=18
\end{aligned}
$$

The sequence $C D S_{3}^{*}(5)$ being non empty (Figure 5), Theorem 5 applies and we obtain:

$$
\begin{array}{ll}
\sigma_{0}(-5)=d_{\text {succ }_{4,-5}(1)}=6, & \sigma_{1}(-5)=d_{\text {succ }_{4,-5}(2)}=-9 \\
\sigma_{2}(-5)=d_{s_{s u c c_{4},-5}(3)}=-3, & \sigma_{3}(-5)=d_{s_{s u c c_{4},-5}(4)}=5
\end{array}
$$

More precisely, using the notations of Theorem 5, the greatest level encountered in $C D S_{3}(5)$ is the one of the dart -3 equal to 3 (Figure 9). We have thus $L_{3}(\alpha(-5))=L_{3}(5)=3$ and since -5 is removed, equation 17 provides the $\sigma$ successors of the dart -5 from levels 0 to 2 . Moreover:

$$
-5^{4}=-11 \text { and } C W_{4}(-11)=-11 .-5.5
$$

The dart -5 is thus not the last dart of $C W_{4}\left(-5^{4}\right)$ and the set $J_{-5}$ is empty (Proposition 9). We are thus in the first case of theorem 5 with $b_{k+1}=5$. Since level $(-5)=4$, the set $\left\{L_{l-1}(\alpha(d))+1, \ldots, l\right\}=\left\{L_{3}(5)+1\right.$, level $\left.(-5)\right\}$ is reduced to $\{4\}$ and equation 18 only provides the $\sigma$ successor of -5 at level 3.

$\begin{array}{ll}\text { 曲 } & \text { Considered dart } \\ \equiv & \sigma \text {-successors }\end{array}$

Figure 15: The connecting dart sequence $C D S_{4}(-11)$ with the $\sigma$-successors of the dart -5 from level 1 to level 3. The level of each dart is indicated in its associated bar.

## 5 Sequential computation of the reduced combinatorial maps

If a dart $d$ is not contracted nor removed at a given level $i$, Theorems 2 and 3 allow us to retrieve all its $\varphi$ or $\sigma$ successors until level $i$ by traversing $C D S_{i}(d)$. In the same way, if $d$ has been contracted or removed before, level $i$, Theorems 4 and 5 allow us to retrieve its $\varphi$ or $\sigma$ successors until
level level $(d)$ by traversing $C D S_{i}\left(d^{i}\right)$. This traversal may be performed by algorithm survive (see TR-63 section 3.2). Indeed, algorithm 2 uses the same instructions as algorithm survive to traverse the connecting dart sequence (Algorithm 2, lines 16 to 22). However, using theorems 2 to 5 the successors of a given dart have a greater index than the current dart in the connecting dart sequence which contains it. Therefore, a trivial adaptation of the algorithm survive to compute all the successors of the darts within a connecting dart sequence $C D S_{i}(d)$ would require a call to $\operatorname{survive}\left(i, d^{\prime}\right)$ for each dart $d^{\prime} \in$ $C D S_{i}(d)$. Since the number of steps required by the algorithm survive to traverse $C D S_{i}(d)$ is equal to its length $\left|C D S_{i}(d)\right|$, the complexity of such a trivial algorithm is about $\left|C D S_{i}(d)\right|^{2}$.

Given a level $i$ we avoid the time overhead induced by the trivial algorithm by storing an array prec of size $i+1$. At each step of Algorithm 2, this array contains the previous darts within the connecting dart sequence which have a level greater or equal to $j \in\{1, \ldots, i+1\}$ (see Table 3 and the sequence above the table). Therefore given a dart $d$ whose level is greater or equal to $i$, if $d^{\prime} \in C D S_{i}(d)$ denotes the current dart traversed by the algorithm pyramid_up_to( $i, d$, prec $)$, all the darts between prec $[j]$ and $d^{\prime}$ within $C D S_{i}(d)$ have a level strictly less than $j$. Therefore for each $j$ in $\left\{1, \ldots\right.$, level $\left.\left(d^{\prime}\right)\right\}, d^{\prime}$ is the first dart with a level greater than $j$ encountered when traversing $C D S_{i}(d)$ form prec $[j]$. In other words:

$$
\left.\begin{array}{lll}
\forall & d^{\prime} \in C D S_{i}(d)  \tag{20}\\
\forall & j \in\left\{1, \ldots, \operatorname{level}\left(d^{\prime}\right)\right\}
\end{array}\right\} d_{\text {succ }_{i, p r e c}[j]}(j)=d^{\prime}
$$

Algorithm 1 is based on the above property. Indeed, Algorithm 1 with parameters $i \in\{1, \ldots, n\}$ and $d \in \mathcal{S D}_{i}$ initializes the array prec to $d$, and then call Algorithm 2. Since the recursive calls of this last algorithm are the same as the ones of algorithm survive (Algorithm 2, lines 16-22 and TR-63 section 3.2), Algorithm 2 traverses the sequence $C D S_{i}^{*}(d) \varphi_{i}(d)$, if $K_{i}$ is a contraction kernel, and $C D S_{i}^{*}(d) \sigma_{i}(d)$ if $K_{i}$ is a removal kernel. Moreover, since the set of connecting dart sequences at level $i$ defines a partition of $\mathcal{D}$, Algorithm 1 will consider twice the surviving darts in $\mathcal{S D}_{i}$ and only once the non surviving darts in $\mathcal{D}-\mathcal{S D}_{i}$. Its complexity is thus equal to $\mathcal{O}\left(|\mathcal{D}|+\left|\mathcal{S D}_{i}\right|\right)$.

At each step of the algorithm we consider a new dart $d$ and use equation 20 and Theorems 2 to 5 to initialize the $\sigma_{j}$ or $\varphi_{j}$ successors of the dart prec $[j]$ to $d$ (lines 3 to 11). The array prec is then updated up to level( $d$ ) (lines 13-14).

```
void pyramid_up_to(int i, dart d)
```

void pyramid_up_to(int i, dart d)
{
{
int prec[1..i+1];
int prec[1..i+1];
for(int j=1;j \leq i+1;j++)
for(int j=1;j \leq i+1;j++)
prec[j]=d;
prec[j]=d;
if ( state(i)==Contracted)
if ( state(i)==Contracted)
pyramid_up_to_rec(i, }(d),prec)
pyramid_up_to_rec(i, }(d),prec)
else
else
pyramid_up_to_rec(i,\sigma(d),prec);
pyramid_up_to_rec(i,\sigma(d),prec);
}

```
}
```

Algorithm 1: This algorithm initializes the array prec and run pyramid_up_to_rec(See Algorithm 2) which will traverse $C D S_{i}^{*}(d)$

A complete proof of the validity of this algorithm is provided in Section 8.1.
Tables 2 and 3 illustrate the behavior of algorithms 1 and 2. These tables are relative to the pyramid defined on Figure 4 (see also Figure 5). At level 4 the initial $3 \times 3$ grid is reduced to a single loop defined by the darts 11 and -11 .

The first two columns of Table 2 describe $C D S_{4}(-11) \cdot \sigma_{4}(-11)$ and the level of each dart of this sequence. Columns 3 to 7 of each line represents the assignments to the function $\Sigma$ performed by Algorithms 1 and 2. For example, since -11 is the first dart of the connecting dart sequence and $K_{4}$ is a removal kernel, the following darts of the sequence which are equal to some $d_{l_{i, d}(j)}$ for $j \in\{1, \ldots, 5\}$ are equal to $\sigma_{j-1}(-11)$ (Theorem 3 and section 8.1.2). Note that the darts $d_{l_{i, d}(j)}$ may be easily read on Table 2 as the darts belonging to the first line with a level greater than $j$ (Table 3). In the same way, since the dart -5 has been removed at level 4 , its $\sigma_{j-1^{-}}$ successors are equal to the first darts with a level greater than $j$ for each $j \in\{1, \ldots, 4\}$ (see Theorem 4, 5 and section 8.1.3).

Table 3 presents the different values taken by the array prec[] along the calls to Algorithm 2. The first column of this table displays the value of the dart passed to Algorithm 2, the level of this dart is indicated in the second column. For example, when Algorithm 2 is called with -5 which is the second dart of $C D S_{4}(-11)$, the array prec has been initialized to -11 by Algorithm 1(for loop). This state of the array prec[] is displayed on the

```
void pyramid_up_to_rec(int i, dart d, dart prec[i])
{
    for(int j=1;j\leqmin(level(d),i+1);j++)
    {
        if(state(level(prec[j]))==Contracted or
                (level(prec[j]) > i and
                state(i) == Contracted))
                    \Sigma(j-1,\alpha(prec[j]))=d; // 的-1 (prec[j])=d
            else
                        \Sigma(j-1, prec[j])=d; // / j-1 (prec [j]) =d
    }
    for(int j =1; j\leqmin(level(d),i+1);j++)
        prec[j]=d;
    if(level(d)>i)
            return;
    if(state(level(d))==Contracted)
        return pyramid_up_to_rec(i,\varphi(d),prec)
    return pyramid_up_to_rec(i,\sigma(d),prec)
}
```

Algorithm 2: This algorithm builds all the combinatorial maps up to level $i$
first line of Table 3. Algorithm 2 called with -5 fills the array prec[] by -5 until level $(-5)=4$ (lines 13-14). This new state is displayed on the second line of Table 3. Note that the value of prec[5] remains initialized to -11 until the end of the traversal of $C D S_{4}(-11) \sigma_{4}(-11)$. Indeed since $L_{4}(-11) \leq 4($ Proposition 4$), \sigma_{4}(-11)=11$ is the first dart with a level greater or equal to 5 encountered in $C D S_{4}^{*}(-11) \sigma_{4}(-11)$.

| $d$ | level | $\begin{gathered} G_{4} \\ \sigma_{4}(d) \end{gathered}$ | $\begin{array}{\|c} G_{3} \\ \sigma_{3}(d) \\ \hline \end{array}$ | $G_{2}$ | $G_{1}$ | $G_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\sigma_{2}(d) \quad \varphi_{2}(d)$ | $\sigma_{1}(d) \quad \varphi_{1}(d)$ | $\sigma_{0}(d) \quad \varphi_{0}(d)$ |
| -11 | 5 | 11 | -5 | -5 | -5 | -5 |
| -5 | 4 |  | 5 | -3 | -9 | 6 |
| 6 | 1 |  |  |  |  | -12 |
| -12 | 1 |  |  |  |  | -9 |
| -9 | 2 |  |  |  | -8 | -4 |
| -4 | 1 |  |  |  |  | -8 |
| -8 | 2 |  |  |  | -3 | -3 |
| -3 | 3 |  |  | 5 | 8 | -7 |
| -7 | 1 |  |  |  |  | 1 |
| 1 | 1 |  |  |  |  | 8 |
| 8 | 2 |  |  |  | 9 | 2 |
| 2 | 1 |  |  |  |  | 9 |
| 9 | 2 |  |  |  | 5 | -2 |
| -2 | 1 |  |  |  |  | -1 |
| -1 | 1 |  |  |  |  | 7 |
| 7 | 1 |  |  |  |  | 10 |
| 10 | 1 |  |  |  |  | 5 |
| 5 | 4 |  | 11 | 3 | 3 | -10 |
| -10 | 1 |  |  |  |  | 3 |
| 3 | 3 |  |  | 11 | 11 | 11 |
| 11 | 5 |  |  |  |  |  |

Table 2: The connecting dart sequence $C D S_{4}(-11)$ with the level of each dart and the assignments performed by Algorithm 2


| The successive values of the array prec |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| darts | level | prec[5] | prec $[4]$ | prec $[3]$ | prec $[2]$ | prec[1] |
| -5 | 4 | -11 | -11 | -11 | -11 | -11 |
| 6 | 1 | -11 | -5 | -5 | -5 | -5 |
| -12 | 1 | -11 | -5 | -5 | -5 | 6 |
| -9 | 2 | -11 | -5 | -5 | -5 | -12 |
| -4 | 1 | -11 | -5 | -5 | -9 | -9 |
| -8 | 2 | -11 | -5 | -5 | -9 | -4 |
| -3 | 3 | -11 | -5 | -5 | -8 | -8 |
| -7 | 1 | -11 | -5 | -3 | -3 | -3 |
| 1 | 1 | -11 | -5 | -3 | -3 | -7 |
| 8 | 2 | -11 | -5 | -3 | -3 | 1 |
| 2 | 1 | -11 | -5 | -3 | 8 | 8 |
| 9 | 2 | -11 | -5 | -3 | 8 | 2 |
| -2 | 1 | -11 | -5 | -3 | 9 | 9 |
| -1 | 1 | -11 | -5 | -3 | 9 | -2 |
| 7 | 1 | -11 | -5 | -3 | 9 | -1 |
| 10 | 1 | -11 | -5 | -3 | 9 | 7 |
| 5 | 4 | -11 | -5 | -3 | 9 | 10 |
| -10 | 1 | -11 | 5 | 5 | 5 | 5 |
| 3 | 3 | -11 | 5 | 5 | 5 | -10 |
| 11 | 5 | -11 | 5 | 3 | 3 | 3 |

Table 3: The different values taken by the array prec during a call to Algorithm 2 on $C D S_{4}(-11)$. The histogram above the table illustrates the value of the array prec for the dart 7 .

## 6 Parallel Computation of the reduced combinatorial maps

The aim of this section is to study a parallel implementation of Algorithms 1 and 2. One trivial parallel algorithm would consist to allocate one processor for each dart and to design the parallel algorithm in such a way that each processor associated to a dart $d$ traverses the sequence $C D S_{i}\left(d^{i}\right)$ from the dart $d$ to the first dart of the sequence with a level greater or equal to level $(d)$ or $i$. However, the complexity of such a parallel algorithm would be determined by the length of the longest connecting dart sequence defined at level $i$. Therefore, if $i=n$ and only two surviving darts remains at level $n$ the time required by the parallel algorithm should be close to the one of its sequential counter part which has to traverse only two connecting dart sequences.

The main improvements of Algorithms 3 and 4 besides the basic parallel algorithm explained above is to allow each processor to use the results already obtained by the other processors. Indeed, using the example displayed in Figure 12 (see also Figure 11), once the processor associated to -11 has updated $\left(\sigma_{j}\right)_{j \in\{0,1,2,3\}}(-11)$ to -5 , the determination of $\sigma_{4}(-11)$ is equivalent to the determination of the first dart in $C D S_{4}(-11) \sigma_{4}(-11)$ with a level greater than 4 . If $\sigma_{3}(-5)$ has been set to 5 by the processor associated to -5 , we can insure by Theorems 4 and 5 that all the darts of $C D S_{4}(-11) \sigma_{4}(-11)$ between $\operatorname{Ind}_{4}(-5)$ and $\operatorname{Ind}_{4}(5)$ have a lower level than $\operatorname{level}\left(\sigma_{3}(5)\right)=4$. The index of $\sigma_{4}(-11)$ in $C D S_{4}(-11)$ is thus greater than the one of $\sigma_{3}(-5)$ and the processor associated to -11 can continue the traversal of $C D S_{4}(-11)$ from $\sigma_{3}(-5)=5$ without traversing the sequence from -5 to 5 . In the same way if the processor associated to -5 has already reached the dart 11 we can set $\sigma_{4}(-11)$ to 11 without any additional traversal. However, since the dart -5 is removed at level 4 , the value of $\sigma_{4}(-5)=\Sigma(4,-5)$ is not defined. In order to allow each processor to store the value of the darts which have a greater level than the ones previously encountered we define a function First(.,.) from $\{0, \ldots, i\} \times \mathcal{D}$ to $\mathcal{D}$. Let us denote by $S_{i}(d)$ the sequence $C D S_{i}(d) \sigma_{i}(d)$ if $d$ is removed and $C D S_{i}(d) \varphi_{i}(d)$ if $d$ is contracted and let us consider one dart $d \in \mathcal{D}$ and one level $j \in\{0, \ldots, i\}$. The value of $\operatorname{First}(j, d)$ is defined by:

- The first dart in $S_{i}\left(d^{i}\right)$ whose index in $S_{i}\left(d^{i}\right)$ is strictly greater than the one of $d$ and whose level is greater or equal to $j$ if $d$ is removed.
- The first dart in $S_{i}\left(\alpha(d)^{i}\right)$ whose index in $S_{i}\left(\alpha(d)^{i}\right)$ is strictly greater than the one of $d$ and whose level is greater or equal to $j$ if $d$ is contracted.

Note that, $\operatorname{First}(j, d)$ is defined for all $j \in\{0, \ldots, i\}$ since the last dart of $S_{i}\left(d^{i}\right)$ and $S_{i}\left(\alpha(d)^{i}\right)$ have a level greater or equal to $i+1$.

| 1 | void pyramid_up_to_par $(\mathcal{G L P}$ G,int i $)$ |
| :--- | :---: |
| 2 | $\{$ |
| 3 | for each $d \in \mathcal{D}$ do in parallel |
| 4 | next $[d]=\sigma(d)$ |
| 5 | for all $d \in \mathcal{D}$ do in parallel |
| 6 | get_successors $(d, i) ;$ |
| 7 | for all $d \in \mathcal{D}$ do in parallel |
| 8 | for $j=0$ to level $(d)-1$ |
| 9 | $\Sigma(j, d)=\operatorname{First}(j, d)$ |
| 10 |  |
| 11 |  |

Algorithm 3: Initialization of common variables (lines 3-4), calls to Algorithm 4 (lines 5-6) and mapping of the results in the array $\Sigma(.,$.$) (lines 7-9)$

The current dart considered by the processor associated to a dart is stored in a shared array next [] indexed by $\mathcal{D}$. If $n e x t_{k}[d]$ denotes the value of the array next at iteration $k$, this array is defined by next $t_{0}[d]=\sigma[d]$ (Algorithm 3 line 4) and the following recursive construction scheme (see Algorithm 4, lines $3,17$ and 24$)$ :

- If $\operatorname{next}_{k}[d]$ is removed before level $i$ or if it survives up to level $i+1$ and state $(i)=$ Removed:

$$
n e x t_{k+1}[d]=\operatorname{next}_{k}\left[n e x t_{k}[d]\right]
$$

- If $n e x t_{k}[d]$ is contracted before level $i$ or if it survives up to level $i+1$ and state $(i)=$ Contracted:

$$
\operatorname{next}_{k+1}[d]=\operatorname{next}_{k}\left[\alpha\left(\operatorname{next}_{k}[d]\right)\right]
$$

```
void get_successors(dart d,int i)
{
        dart d'=next[d]
        int max_level=MIN(level(d'),i+1);
    // Initialisation of the array First
    for(int j=1;j\leq max_level;j++)
            First(j-1,d)=\mp@subsup{d}{}{\prime}
    min_level[d]=max_level+1;
        while(level(d')\leq i)
        {
            d', = (state(level(d')) == Contracted? }\alpha(\mp@subsup{d}{}{\prime}):\mp@subsup{d}{}{\prime}
            if(min_level[d''] > min_level[d])
            {
            // d' has determined some interesting darts
                // => copy them into First(.,d)
                for(int j=min_level[d];j< min_level[d''];j++)
                    First(j-1,d) = First(j - 1, d'')
                min_level[d]=min_level[d''];
            }
            d'=next[d]=next[d''];
        }
}
```

Algorithm 4: Parallel algorithm associated to a dart d(first parameter). This algorithm fills the array First(.,d) whose values up to level(d) are equal to $\Sigma(., d)$ (Algorithm 3, lines 7-9)

Tables 4 to 9 present the successive values of the array next and First defined by Algorithms 3 and 4 . The pyramid used in this example is displayed in Figure 4. Both algorithms compute the whole pyramid and are thus run with $i=4$. The successive values of the array next are displayed in the second column, each dart being indexed by its level.

For example, next $t_{0}[-11]$ is initialized to $\sigma_{0}(-11)=-5$ (First row of Figure 4 and Table 4 line 2). Since the dart -5 is removed at level 4, we have next $_{1}[-11]=$ next $_{0}\left[\right.$ next $\left.t_{0}[-11]\right]=$ next $_{0}[-5]=6$ (Table 4 lines 2 and 8 and Table 5 line 2). In the same way, next $[-12]$ is initialized to $\sigma_{0}(-12)=-6($ Table 4 line 1$)$. Since -6 is contracted at level 1 , we have (Table 4 lines 1 and 18 and Table 5, line 1):

$$
\operatorname{next}_{1}[-12]=\operatorname{next}_{0}\left[\alpha\left(\operatorname{next}_{0}[-12]\right)\right]=\operatorname{next}_{0}[\alpha(-6)]=\operatorname{next}_{0}[6]=-11
$$

The complexity of Algorithm 4, is determined by the number of iterations performed in the while loop (line 13-26) and thus by the length of the sequence $n e x t_{k}[d]$. We have shown (proposition 14, section 8.2) that the sequence $n e x t_{k}[d]$ is included in a given connecting dart sequence at level $i$ (say $C D S_{i}\left(d^{\prime}\right)$ ) and that the distance between next ${ }_{k}[d]$ and ext $_{k+1}[d]$ within $C D S_{i}\left(d^{\prime}\right)$ growth exponentially as a function of $k$. The complexity of Algorithm 4 is thus equal to $\mathcal{O}\left(\log _{2}\left(\left|C D S_{i}\left(d^{\max }\right)\right|\right)\right)$ where $\left|C D S_{i}\left(d^{\max }\right)\right|$ is the length of the longest connecting dart sequence defined at level $i$. In the worst case where level $i$ is composed of only two connecting dart sequences, one being reduced to one dart: $\left|C D S_{i}\left(d^{\max }\right)\right|=|\mathcal{D}|-1$ and the complexity of the parallel algorithm is equal to $\mathcal{O}\left(\log _{2}(|\mathcal{D}|)\right)$. However, if all connecting dart sequences defined at level $i$ have about the same size $\left|C D S_{i}\left(d^{\text {max }}\right)\right| \approx \frac{|\mathcal{D}|}{\left|\mathcal{S D} \mathcal{D}_{i}\right|}$ the complexity is equal to $\mathcal{O}\left(\log _{2}(|\mathcal{D}|)-\log _{2}\left(\left|\mathcal{S D}_{i}\right|\right)\right)$. A complete proof of the validity of algorithms 3 and 4 is provided in Section 8.2.

## 7 Conclusion

We have shown in this technical report that the whole pyramid may be retrieved from its base by storing for each initial dart the level where it is reduced in the pyramid and the operation applied at this level. We defined one sequential and one parallel algorithm to restore the pyramid from its base. The complexity of these algorithms is respectively linear and logarithmic in the number of darts of the initial combinatorial map.

The fact that a pyramid may be unfold from its base using the function level and state show that all the information about the pyramid is captured by these two functions. We plan to use them in order to retrieve efficiently the whole receptive field [1] of one vertex or some of its features such as the set of boundary points defining the associated regions. Such an encoding may allow to compute a pyramid by storing only the top level combinatorial maps, all the other features such as an intermediate combinatorial map or a receptive field being computed from the functions level and state. We called such an encoding of a pyramid an implicit encoding by opposition of the classical encoding of all intermediate reduced graphs which is called an explicit encoding. We also plan to study other type of hierarchical encoding using default reduction rules.

Finally, an implementation of combinatorial pyramids ${ }^{2}$ should allow to study interesting applications of our model such as: segmentation $[5,3,4,9]$, structural matching [23] or integration of moving objects.

[^2]|  |  | First(j,d) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | $n e x t[d]$ | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |
| -12 | $-6_{1}$ | -6 |  |  |  |  |
| -11 | $-5_{4}$ | -5 | -5 | -5 | -5 |  |
| -10 | 54 | 5 | 5 | 5 | 5 |  |
| -9 | $-4_{1}$ | -4 |  |  |  |  |
| -8 | $-3_{3}$ | -3 | -3 | -3 |  |  |
| -7 | $10_{1}$ | 10 |  |  |  |  |
| -6 | $-12_{1}$ | -12 |  |  |  |  |
| -5 | $6_{1}$ | 6 |  |  |  |  |
| -4 | $12_{1}$ | 12 |  |  |  |  |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |
| -2 | $9_{2}$ | 9 | 9 |  |  |  |
| -1 | 82 | 8 | 8 |  |  |  |
| 1 | 71 | 7 |  |  |  |  |
| 2 | $-1_{1}$ | -1 |  |  |  |  |
| 3 | $-7_{1}$ | -7 |  |  |  |  |
| 4 | $-8_{2}$ | -8 | -8 |  |  |  |
| 5 | $-10_{1}$ | -10 |  |  |  |  |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |
| 7 | $1_{1}$ | 1 |  |  |  |  |
| 8 | $2_{1}$ | 2 |  |  |  |  |
| 9 | $-2_{1}$ | -2 |  |  |  |  |
| 10 | $3_{3}$ | 3 | 3 | 3 |  |  |
| 11 | $4_{1}$ | 4 |  |  |  |  |
| 12 | $-9_{2}$ | -9 | -9 |  |  |  |

Table 4: Initialization step of Algorithm 4: values of First(...) and next[.]

|  |  | First(j, d) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | next[d] | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |
| -12 | $-11_{5}$ | -6 | -11 | -11 | -11 | -11 |
| -11 | 61 | -5 | -5 | -5 | -5 |  |
| -10 | $-10_{1}$ | 5 | 5 | 5 | 5 |  |
| -9 | $-8_{2}$ | -4 | -8 |  |  |  |
| -8 | $-7_{1}$ | -3 | -3 | -3 |  |  |
| -7 | 54 | 10 | 5 | 5 | 5 |  |
| -6 | $-9_{2}$ | -12 | -9 |  |  |  |
| -5 | $-12_{1}$ | 6 |  |  |  |  |
| -4 | $-6_{1}$ | 12 |  |  |  |  |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |
| -2 | $-2_{1}$ | 9 | 9 |  |  |  |
| -1 | $2_{1}$ | 8 | 8 |  |  |  |
| 1 | $10_{1}$ | 7 |  |  |  |  |
| 2 | 71 | -1 |  |  |  |  |
| 3 | $1_{1}$ | -7 |  |  |  |  |
| 4 | $-3_{3}$ | -8 | -8 | -3 |  |  |
| 5 | $3_{3}$ | -10 | 3 | 3 |  |  |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |
| 7 | 82 | 1 | 8 |  |  |  |
| 8 | $9_{2}$ | 2 | 9 |  |  |  |
| 9 | $-1_{1}$ | -2 |  |  |  |  |
| 10 | $11_{5}$ | 3 | 3 | 3 | 11 | 11 |
| 11 | $12_{1}$ | 4 |  |  |  |  |
| 12 | $-4_{1}$ | -9 | -9 |  |  |  |

Table 5: First step of Algorithm 4

|  |  | First $(\mathrm{j}, \mathrm{d})$ |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| $d$ | $n e x t[d]$ | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |  |  |
| -12 | $-11_{5}$ | -6 | -11 | -11 | -11 | -11 |  |  |
| -11 | $-9_{2}$ | -5 | -5 | -5 | -5 |  |  |  |
| -10 | $11_{5}$ | 5 | 5 | 5 | 5 | 11 |  |  |
| -9 | $-7_{1}$ | -4 | -8 | -3 |  |  |  |  |
| -8 | $8_{2}$ | -3 | -3 | -3 |  |  |  |  |
| -7 | $3_{3}$ | 10 | 5 | 5 | 5 |  |  |  |
| -6 | $-8_{2}$ | -12 | -9 |  |  |  |  |  |
| -5 | $-4_{1}$ | 6 | -9 |  |  |  |  |  |
| -4 | $-11_{5}$ | 12 | 11 | 11 | 11 | 11 |  |  |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |  |  |
| -2 | $7_{1}$ | 9 | 9 | -3 |  |  |  |  |
| -1 | $-2_{1}$ | 8 | 8 |  |  |  |  |  |
| 1 | $-10_{1}$ | 7 | 5 | 5 | 5 |  |  |  |
| 2 | $5_{4}$ | -1 | 5 | 5 | 5 |  |  |  |
| 3 | $2_{1}$ | -7 | 8 |  |  |  |  |  |
| 4 | $1_{1}$ | -8 | -8 | -3 |  |  |  |  |
| 5 | $11_{5}$ | -10 | 3 | 3 | 11 | 11 |  |  |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |  |  |
| 7 | $9_{2}$ | 1 | 8 | -3 |  |  |  |  |
| 8 | $-1_{1}$ | 2 | 9 |  |  |  |  |  |
| 9 | $10_{1}$ | -2 |  |  |  |  |  |  |
| 10 | $11_{5}$ | 3 | 3 | 3 | 11 | 11 |  |  |
| 11 | $-11_{5}$ | 4 | -11 | -11 | -11 | -11 |  |  |
| 12 | $-3_{3}$ | -9 | -9 | -3 |  |  |  |  |

Table 6: Second step of Algorithm 4

|  |  | First $(\mathrm{j}, \mathrm{d})$ |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| $d$ | $n e x t[d]$ | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |  |
| -12 | $-11_{5}$ | -6 | -11 | -11 | -11 | -11 |  |
| -11 | $-7_{1}$ | -5 | -5 | -5 | -5 |  |  |
| -10 | $11_{5}$ | 5 | 5 | 5 | 5 | 11 |  |
| -9 | $9_{2}$ | -4 | -8 | -3 |  |  |  |
| -8 | $-1_{1}$ | -3 | -3 | -3 |  |  |  |
| -7 | $11_{5}$ | 10 | 5 | 5 | 5 | 11 |  |
| -6 | $8_{2}$ | -12 | -9 | -3 |  |  |  |
| -5 | $1_{1}$ | 6 | -9 | -3 |  |  |  |
| -4 | $-11_{5}$ | 12 | -11 | -11 | -11 | -11 |  |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |  |
| -2 | $3_{3}$ | 9 | 9 | -3 | 5 |  |  |
| -1 | $5_{4}$ | 8 | 8 | 5 | 5 |  |  |
| 1 | $11_{5}$ | 7 | 5 | 5 | 5 | 11 |  |
| 2 | $11_{5}$ | -1 | 5 | 5 | 5 | 11 |  |
| 3 | $7_{1}$ | -7 | 8 | -3 |  |  |  |
| 4 | $-2_{1}$ | -8 | -8 | -3 |  |  |  |
| 5 | $11_{5}$ | -10 | 3 | 3 | 11 | 11 |  |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |  |
| 7 | $10_{1}$ | 1 | 8 | -3 |  |  |  |
| 8 | $-10_{1}$ | 2 | 9 | 5 | 5 |  |  |
| 9 | $11_{5}$ | -2 | 5 | 5 | 11 | 11 |  |
| 10 | $11_{5}$ | 3 | 3 | 3 | 11 | 11 |  |
| 11 | $-11_{5}$ | 4 | -11 | -11 | -11 | -11 |  |
| 12 | $2_{1}$ | -9 | -9 | -3 |  |  |  |

Table 7: Third step of Algorithm 4

|  |  | First $(\mathrm{j}, \mathrm{d})$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $d$ | $n e x t[d]$ | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |
| -12 | $-11_{5}$ | -6 | -11 | -11 | -11 | -11 |
| -11 | $10_{1}$ | -5 | -5 | -5 | -5 |  |
| -10 | $11_{5}$ | 5 | 5 | 5 | 5 | 11 |
| -9 | $11_{5}$ | -4 | -8 | -3 | 11 | 11 |
| -8 | $11_{5}$ | -3 | -3 | -3 | 5 | 11 |
| -7 | $11_{5}$ | 10 | 5 | 5 | 5 | 11 |
| -6 | $-10_{1}$ | -12 | -9 | -3 | 5 |  |
| -5 | $5_{4}$ | 6 | -9 | -3 | 5 |  |
| -4 | $-11_{5}$ | 12 | -11 | -11 | -11 | -11 |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |
| -2 | $11_{5}$ | 9 | 9 | -3 | 5 | 11 |
| -1 | $11_{5}$ | 8 | 8 | 5 | 5 | 11 |
| 1 | $11_{5}$ | 7 | 5 | 5 | 5 | 11 |
| 2 | $11_{5}$ | -1 | 5 | 5 | 5 | 11 |
| 3 | $11_{5}$ | -7 | 8 | -3 | 5 | 11 |
| 4 | $11_{5}$ | -8 | -8 | -3 | 5 | 11 |
| 5 | $11_{5}$ | -10 | 3 | 3 | 11 | 11 |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |
| 7 | $11_{5}$ | 1 | 8 | -3 | 5 | 11 |
| 8 | $11_{5}$ | 2 | 9 | 5 | 5 | 11 |
| 9 | $11_{5}$ | -2 | 5 | 5 | 11 | 11 |
| 10 | $11_{5}$ | 3 | 3 | 3 | 11 | 11 |
| 11 | $-11_{5}$ | 4 | -11 | -11 | -11 | -11 |
| 12 | $3_{3}$ | -9 | -9 | -3 | 5 |  |

Table 8: Fourth step of Algorithm 4

|  |  | First $(\mathrm{j}, \mathrm{d})$ |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $d$ | $n e x t[d]$ | $\mathrm{j}=0$ | $\mathrm{j}=1$ | $\mathrm{j}=2$ | $\mathrm{j}=3$ | $\mathrm{j}=4$ |
| -12 | $-11_{5}$ | -6 | -11 | -11 | -11 | -11 |
| -11 | $11_{5}$ | -5 | -5 | -5 | -5 | 11 |
| -10 | $11_{5}$ | 5 | 5 | 5 | 5 | 11 |
| -9 | $11_{5}$ | -4 | -8 | -3 | 11 | 11 |
| -8 | $11_{5}$ | -3 | -3 | -3 | 5 | 11 |
| -7 | $11_{5}$ | 10 | 5 | 5 | 5 | 11 |
| -6 | $11_{5}$ | -12 | -9 | -3 | 5 | 11 |
| -5 | $11_{5}$ | 6 | -9 | -3 | 5 | 11 |
| -4 | $-11_{5}$ | 12 | -11 | -11 | -11 | -11 |
| -3 | $11_{5}$ | 11 | 11 | 11 | 11 | 11 |
| -2 | $11_{5}$ | 9 | 9 | -3 | 5 | 11 |
| -1 | $11_{5}$ | 8 | 8 | 5 | 5 | 11 |
| 1 | $11_{5}$ | 7 | 5 | 5 | 5 | 11 |
| 2 | $11_{5}$ | -1 | 5 | 5 | 5 | 11 |
| 3 | $11_{5}$ | -7 | 8 | -3 | 5 | 11 |
| 4 | $11_{5}$ | -8 | -8 | -3 | 5 | 11 |
| 5 | $11_{5}$ | -10 | 3 | 3 | 11 | 11 |
| 6 | $-11_{5}$ | -11 | -11 | -11 | -11 | -11 |
| 7 | $11_{5}$ | 1 | 8 | -3 | 5 | 11 |
| 8 | $11_{5}$ | 2 | 9 | 5 | 5 | 11 |
| 9 | $11_{5}$ | -2 | 5 | 5 | 11 | 11 |
| 10 | $11_{5}$ | 3 | 3 | 3 | 11 | 11 |
| 11 | $-11_{5}$ | 4 | -11 | -11 | -11 | -11 |
| 12 | $11_{5}$ | -9 | -9 | -3 | 5 | 11 |

Table 9: Fifth step of Algorithm 4

## 8 Appendix

### 8.1 Proof of validity of Algorithm 1

Let us decompose the different actions performed by Algorithms 1 and 2 (pages 59 and 60) according to the different cases described by Theorems 2 to 5 .

### 8.1.1 If Theorem 2 applies

Algorithm 1 is applied with parameters $i$ and $d$ such that $i<\operatorname{level}(d)$ and $C D S_{i}(d)=d$. Let us denote by $d^{\prime}$ the dart $\varphi(d)$ if $K_{i}$ is a contraction kernel and $\sigma(d)$ if $K_{i}$ is a removal kernel. Algorithm 1 initializes the array prec to $d$ and calls Algorithm 2 with the dart $d^{\prime}$. Note that $d^{\prime}$ is equal $\varphi_{i}(d)$ or $\sigma_{i}(d)$ according to the type of $K_{i}$ (TR-63 Proposition 15). The level of $d^{\prime}$ is thus greater or equal to $i+1$.

The first loop of Algorithm 2(line 3) is thus performed from 1 to $i+1$. Moreover, since prec is initialized to $d, \Sigma(j-1, \alpha(d))=\varphi_{j-1}(d)$ will be initialized to $\varphi(d)=d^{\prime}$ if $K_{i}$ is a contraction kernel (line 8) while $\Sigma(j-1, d)=$ $\sigma_{j-1}(d)$ will be initialized to $\sigma(d)=d^{\prime}$ if $K_{i}$ is a removal kernel(line 10) with $j \in\{1, \ldots, i+1\}$. In both cases, the initialization are validated by Theorem 2 and all the $\sigma$ or $\varphi$ successors of $d$ up to level $i$ are initialized. Note that since level $\left(d^{\prime}\right)>i$, Algorithm 1 terminates after this call on lines 16-17. This algorithm can be slightly improved by moving lines 16 and 17 to line 12 (before the loop). The present presentation has been chosen to keep all the lines concerned with the traversal of the connecting dart sequences at the end of Algorithm 2(lines 16 to 22).

### 8.1.2 If Theorem 3 applies

Then Algorithm 1 is applied with two parameters $i$ and $d$ such that $i<$ level $(d)$ and $C D S_{i}^{*}(d) \neq \emptyset$. As in Section 8.1.1, the array prec is initialized to $d$ and Algorithm 2 is called with the second dart of $C D S_{i}(d)$ (TR-63 Proposition 16). Let us consider a given $k$ in $\left\{1, \ldots, L_{i}(d)\right\}$ and $d^{\prime}=d_{l_{i, d}(k)}$. Since $d^{\prime}$ belongs to $C D S_{i}(d)$ it will be traversed by Algorithm 2. Moreover, since $d^{\prime}$ is the first dart with a level greater than $k<i+1$, the loop described on line 13 of Algorithm 2 do not reach $k$ until Algorithm 2 is called with $d^{\prime}$. Therefore $\operatorname{prec}[k]$ is not reassigned until Algorithm 2 is called with parameters $i, d^{\prime}$ and prec with $\operatorname{prec}[k]=d$. Then since $k \leq \operatorname{level}\left(d^{\prime}\right)<i+1$, the
loop described on line 3 consider $j=k$, and $d^{\prime}=d_{l_{i, d}(k)}$ is assigned to $\Sigma(k-1, \alpha(d))=\varphi_{k-1}(d)$ if $K_{i}$ is a contraction kernel and $\Sigma(k-1, d)=\sigma_{k-1}(d)$ otherwise. In both cases, the assignments are validated by Theorem 3.

Let us now consider a given $k$ in $\left\{L_{i}(d)+1, \ldots, i+1\right\}$. Note that this set contains at least $i+1$ since $L_{i}(d) \leq i$ (Proposition 4). By definition of $L_{i}(d), k$ is greater than all the dart's level contained in $C D S_{i}^{*}(d)$. Therefore, $\operatorname{prec}[k]$ is not reassigned until the last dart $C D S_{i}(d)$ is traversed by Algorithm 2(lines 13 and 14). Since Algorithm 2 and algorithm survive traverse the same sequence of darts, the next encountered dart $d^{\prime}$ is equal to $\varphi_{i}(d)$ if $K_{i}$ is a contraction kernel and $\sigma_{i}(d)$ otherwise(TR-63 Proposition 25). Since level $\left(d^{\prime}\right) \geq i+1$, the loop defined on line 3 of Algorithm 2 is performed until $i+1$ and $k \leq i+1$ is considered in the loop. Since $\operatorname{prec}[k]=d$ and level( $d$ ) is strictly greater than $i, d^{\prime}=\varphi_{i}(d)$ is assigned to $\Sigma(k-1, \alpha(d))=\varphi_{k-1}(d)$ if $K_{i}$ is a contraction kernel and $d^{\prime}=\sigma_{i}(d)$ is assigned to $\Sigma(k-1, d)=\sigma_{k-1}(d)$ if $K_{i}$ is a removal kernel. These assignments are validated by Corollary 2 and Remark 3.

### 8.1.3 If Theorems 4 or 5 apply

Let us consider a dart $d$ contracted or removed before level $i$. If Algorithm 1 is applied at level $i$ with the dart $d^{i}$, Algorithm 2 will traverse $d \in C D S_{i}^{*}\left(d^{i}\right)$. Since level $(d) \leq i$, Algorithm 2, called with parameters $i, d$ and prec will fill the array prec until level(d) (loop on line 13).

- If $d$ is not the last dart of $C D S_{i}\left(d^{i}\right), i \in \mathcal{D} \mathcal{S}_{d}$ and $\mathcal{L}_{i}(d)$ is defined. Let us consider a given $k$ in $\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}$ and $d^{\prime}=d_{\text {succ }_{i, d}(k)}$. Since $\mathcal{L}_{i}(d) \leq \operatorname{level}(d)$ (Definition 8), Algorithm 2 assigns $d$ to prec $[k]$ when it is called with the parameter $d$. Moreover, $d^{\prime} \in C D S_{i}^{*}\left(d^{i}\right)$ has an index in $C D S_{i}\left(d^{i}\right)$ greater than $d$ by definition of $\operatorname{succ}_{i, d}(k)$, therefore it will be traversed by Algorithm 2 after the dart $d$. Since $d^{\prime}$ is the first dart with a level greater than $k$ encountered since Algorithm 2 has traversed $d$, prec $[k]$ is still assigned to $d$ when Algorithm 2 is called with $d^{\prime}$ as second parameter. Then since $k \leq \operatorname{level}\left(d^{\prime}\right)<i+1$, the loop defined on line 3 of Algorithm 2 will consider $j=k$ and thus assigns $d^{\prime}=d_{\text {succ }_{i, d}(k)}$ to $\Sigma(k-1, \alpha(d))=\varphi_{k-1}(d)$ if $d$ is contracted and to $\Sigma(k-1, d)=\sigma_{k-1}(d)$ otherwise. These assignments are validated by Theorems 4 or 5 according to $C D S_{\text {level }(d)-1}^{*}(d)$.
Let us now suppose that $\mathcal{L}_{i}(d)<l=\operatorname{level}(d)$, and let us consider
a given $k$ in $\left\{\mathcal{L}_{i}(d)+1, \ldots, l+1\right\}$. Note that this set contains at least $l+1$. The first dart with a level greater or equal to $k$ traversed by Algorithm 2, is $\varphi_{i}\left(d^{i}\right)$, if $K_{i}$ is a contraction kernel and $\sigma_{i}\left(d^{i}\right)$ if $K_{i}$ is a removal kernel. Therefore, as previously, $\varphi_{i}\left(d^{i}\right)$ is assigned to $\Sigma(k-1, \alpha(d))=\varphi_{k-1}(d)$ if $K_{i}$ is a contraction kernel, and $\sigma_{i}\left(d^{i}\right)$ will be assigned to $\Sigma(k-1, d)=\sigma_{k-1}(d)$ if $K_{i}$ is a removal kernel. Since $\mathcal{L}_{i}(d)<\operatorname{level}(d)$ we have $i \in J_{d}$ (Proposition 13). Moreover, since $d$ is not the last dart of $C D S_{i}\left(d^{i}\right), C D S_{l-1}^{*}(\alpha(d))$ must be non-empty. Therefore, the above assignments are validated by Corollary 5 (see also Remark 7).
- If $d$ is the last dart of $C D S_{i}\left(d^{i}\right)$, the loop defined on line 13 of Algorithm 2 initializes the array prec to $d$ from 1 up to $\operatorname{level}(d)$. Then the next call to Algorithm 2 traverses $\varphi_{i}\left(d^{i}\right)$ if $K_{i}$ is a contraction kernel and $\sigma_{i}\left(d^{i}\right)$ otherwise. Since $\operatorname{level}(d)<i+1$, the loop on line 3 of Algorithm 1 considers the indices from 1 to level $(d)$ and assigns for each $j \in\{1, \ldots, \operatorname{level}(d)\}, \varphi_{i}\left(d^{i}\right)$ to $\Sigma(j-1, \alpha(d))=\varphi_{j-1}(d)$ if $K_{i}$ is a contraction kernel and $\sigma_{i}\left(d^{i}\right)$ to $\Sigma(j-1, d)=\sigma_{j-1}(d)$ otherwise. These assignments are validated by Proposition 8.


### 8.2 Proof of validity of Algorithm 3

The following proposition studies the main properties of the series (next ${ }_{k}[d]$ ) with $k$ in $\{0, \ldots, p\}$ where $p$ denotes the index of the last iteration of Algorithm 4. As shown in this proposition the sequence $\left(\text { next }_{k}[d]\right)_{k \in\{0, \ldots, p\}}$ traverses a connecting dart sequence defined at level $i$ and reaches the $\varphi_{i}$ or $\sigma_{i}$ successor of the surviving dart which defines the connecting dart sequence. Given a dart $d \in \mathcal{S D}_{i}$ we will thus have to consider the sequence $S_{i}(d)$ defined by:

$$
S_{i}(d)= \begin{cases}C D S_{i}(d) \varphi_{i}(d) & \text { If } K_{i} \text { is a contraction kernel } \\ C D S_{i}(d) \sigma_{i}(d) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

Such a sequence will be often used in the following demonstrations. Moreover, the notation $\operatorname{Ind}_{i}(d)$ will be used to denote the index of $d$ in $S_{i}\left(d^{i}\right)$ instead of $C D S_{i}\left(d^{i}\right)$ (Definition 8) when no ambiguity occurs.

Proposition 14 Let us consider a dart $d \in \mathcal{D}$, and the sequence next ${ }_{0}[d], \ldots$, next $_{p}[d]$ which denotes the successive values taken by next $[d]$ in Algorithm 4. This sequence satisfies next $t_{0}[d]=\sigma(d)$ and:

- If $d$ is removed before level $i+1$ or if state $(i)=$ Removed:

$$
\forall j \in\{0, \ldots, p-1\} \quad\left\{\begin{array}{l}
\operatorname{next}_{j}[d] \in C D S_{i}\left(d^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{j}[d]\right)-\operatorname{Ind}_{i}(d)=2^{j}
\end{array}\right.
$$

Moreover,

$$
n \operatorname{ext}_{p}[d]= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

- If $d$ is contracted before level $i+1$ or if state $(i)=$ Contracted:

$$
\forall j \in\{0, \ldots, p-1\} \quad\left\{\begin{array}{l}
\operatorname{next}_{j}[d] \in C D S_{i}\left(\alpha(d)^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{j}[d]\right)-\operatorname{Ind}_{i}(\alpha(d))=2^{j}
\end{array}\right.
$$

Moreover,

$$
\text { next }_{p}[d]= \begin{cases}\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

## Proof:

Since Algorithm 3 initializes next $[d]$ to $\sigma[d]$ we have next $_{0}[d]=\sigma(d)$.
Let us show that the remaining properties hold for $j=0$ :

- After the initialization step:
- If $d$ is removed before level $i+1$ or if $\operatorname{state}(i)=$ Removed.
* If $i \in \mathcal{D} \mathcal{S}_{d}, d$ is not the last nor the only dart of $C D S_{i}\left(d^{i}\right)$, therefore $\sigma(d) \in C D S_{i}\left(d^{i}\right)$ (TR-63, Theorem 1) and using Proposition 4: level $(\sigma(d)) \leq L_{i}\left(d^{i}\right) \leq i$. Moreover, in this case $\sigma(d)$ follows $d$ in $C D S_{i}\left(d^{i}\right)$ and thus:

$$
\operatorname{Ind}_{i}(\sigma(d))-\operatorname{Ind}_{i}(d)=1=2^{0}
$$

* Otherwise, $d$ is either the last or the only dart of $C D S_{i}\left(d^{i}\right)$. In this case, next $[d]=\sigma(d)$ is equal to $\sigma_{i}\left(d^{i}\right)$ or $\varphi_{i}\left(d^{i}\right)$ according to $K_{i}$ (TR-63, Propositions 15 and 17). We have thus level $(\sigma(d))>i$ and Algorithm 4 does not enter in the while loop (line 13). Therefore:

$$
\operatorname{next}_{0}[d]=\operatorname{next}_{p}[d]= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

- If $d$ is contracted, before level $i+1$ or if $\operatorname{state}(i)=$ Contracted, $\alpha(d)$ satisfies the same property.
* If $i \in \mathcal{D} \mathcal{S}_{\alpha(d)}, \alpha(d)$ is not the last nor the only dart of $C D S_{i}\left(\alpha(d)^{i}\right)$, therefore, $\sigma(d) \in C D S_{i}\left(\alpha(d)^{i}\right)$ and level $(\sigma(d)) \leq L_{i}\left(\alpha(d)^{i}\right) \leq$ $i\left(\right.$ Proposition 4). Moreover, in this case next $0_{0}[d]=\sigma(d)=$ $\varphi(\alpha(d))$ follows $\alpha(d)$ in $C D S_{i}\left(\alpha(d)^{i}\right)$ and we have:

$$
\operatorname{Ind}_{i}(\varphi(\alpha(d)))-\operatorname{Ind}_{i}(\alpha(d))=1=2^{0}
$$

* Otherwise, $\sigma(d)$ is equal to $\sigma_{i}\left(\alpha(d)^{i}\right)$ or $\varphi_{i}\left(\alpha(d)^{i}\right)$ according to $K_{i}$ (TR-63, Propositions 15 and 17). In both cases, level $(\sigma(d))>i$ and Algorithm 4 does not enter in the while loop. We have thus:

$$
\operatorname{next}_{0}[d]=\operatorname{ext}_{p}[d]= \begin{cases}\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

The property is thus true before the first iteration for all darts. Let us suppose it true until a given iteration $k$ for any $d \in \mathcal{D}$ and let us show that the property holds after the $(k+1)^{\text {th }}$ iteration.

- If $d$ is removed before level $i+1$ or if $\operatorname{state}(i)=$ Removed .

According to our recurrence hypothesis, next ${ }_{k}[d]$ either belongs to $C D S_{i}\left(d^{i}\right)$ or is equal to $\sigma_{i}\left(d^{i}\right)$ or $\varphi_{i}\left(d^{i}\right)$ according to $K_{i}$. In this latter case level $\left(\right.$ next $\left._{k}[d]\right)>i$ and Algorithm 4 terminates on next $t_{k}[d]$ (line 13). We have thus $k=p$ with:

$$
\operatorname{ext}_{p}[d]=\left\{\begin{array}{cl}
\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{array}\right.
$$

If $\operatorname{next}_{k}[d] \in C D S_{i}\left(d^{i}\right)$, level $\left(\right.$ next $\left._{k}[d]\right) \leq L_{i}\left(d^{i}\right) \leq i$ and Algorithm 4 performs an additional iteration (line 13). Moreover, using our recurrence hypothesis, the dart $n e x t_{k}[d]$ satisfies:

$$
\left\{\begin{array}{l}
\operatorname{next}_{k}[d] \in C D S_{i}\left(d^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)-\operatorname{Ind}_{i}(d)=2^{k}
\end{array}\right.
$$

Note that we have in this case $n \operatorname{ext}_{k}[d]^{i}=d^{i}\left(\right.$ since $\left.\operatorname{next}_{k}[d] \in C D S_{i}\left(d^{i}\right)\right)$.

- If $n e x t_{k}[d]$ is removed we have $\operatorname{next}_{k+1}[d]=\operatorname{eext}_{k}\left[\operatorname{next}_{k}[d]\right]$.

Since $n e x t_{k+1}[d]=\operatorname{eext}_{k}\left[n e x t_{k}[d]\right]$, we can apply our recurrence hypothesis on $n e x t_{k}[d]$. Therefore, next ${ }_{k+1}[d]$ either belongs to $C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ or is equal to $\varphi_{i}\left(\operatorname{next}_{k}[d]^{i}\right)$ or $\sigma_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ according to $K_{i}$.
If $\operatorname{next}_{k+1}[d] \in\left\{\varphi_{i}\left(\right.\right.$ next $\left.\left._{k}[d]^{i}\right), \sigma_{i}\left(\operatorname{next}_{k}[d]^{i}\right)\right\}$ we have:
$n e x t_{k+1}[d]=\left\{\begin{array}{l}\varphi_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=\varphi_{i}\left(d^{i}\right) \quad \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=\sigma_{i}\left(d^{i}\right) \quad \text { If } K_{i} \text { is a removal kernel }\end{array}\right.$
In this case $\operatorname{level}\left(\right.$ next $\left._{k+1}[d]\right)>i$ and Algorithm 4 exit from the while loop at this iteration (line 13). We have thus $p=k+1$.
If $n e x t_{k+1}[d] \in C D S_{i}\left(\operatorname{eext}_{k}[d]^{i}\right)$, we have by our recurrence hypothesis:

$$
\left\{\begin{array}{l}
\operatorname{next}_{k+1}[d] \in C D S_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=C D S_{i}\left(d^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)=2^{k}
\end{array}\right.
$$

Thus:

$$
\begin{align*}
& \operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}(d)= \\
& \begin{aligned}
& \operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)+\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)-\operatorname{Ind}_{i}(d) \\
&=2.2^{k} \\
&=2^{k+1}
\end{aligned}
\end{align*}
$$

Moreover, level $\left(\right.$ next $\left._{k+1}[d]\right) \leq L_{i}\left(d^{i}\right) \leq i$ and Algorithm 4 performs an additional iteration.

- If $n e x t_{k}[d]$ is contracted, $\alpha\left(\right.$ next $\left._{k}[d]\right)$ is also contracted and $\operatorname{next}_{k+1}[d]=$ $n e x t_{k}\left[\alpha\left(\right.\right.$ next $\left.\left._{k}[d]\right)\right]$.
Since $\operatorname{next}_{k+1}[d]=\operatorname{next}_{k}\left[\alpha\left(\right.\right.$ next $\left.\left._{k}[d]\right)\right]$ we can apply our recurrence hypothesis on $\alpha\left(\right.$ next $\left._{k}[d]\right)$. Therefore, next $t_{k+1}[d]$ either belongs to $C D S_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)=C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ or is equal to $\sigma_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)$ or $\varphi_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)$ according to $K_{i}$.
* If $\operatorname{next}_{k+1}[d] \in\left\{\varphi_{i}\left(\alpha\left(\alpha\left(\operatorname{next}_{k}[d]\right)\right)^{i}\right), \sigma_{i}\left(\alpha\left(\alpha\left(\operatorname{next}_{k}[d]\right)\right)^{i}\right)\right\}$ we
have by our recurrence hypothesis:
$\operatorname{next}_{k+1}[d]= \begin{cases}\text { If } K_{i} & \text { is a contraction kernel } \\ & \varphi_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)=\varphi_{i}\left(\text { next }_{k}[d]^{i}\right)=\varphi_{i}\left(d^{i}\right) \\ \text { If } K_{i} & \text { is a removal kernel } \\ & \sigma_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)=\sigma_{i}\left(\text { next }_{k}[d]^{i}\right)=\sigma_{i}\left(d^{i}\right)\end{cases}$
In this case $\operatorname{level}\left(\right.$ next $\left._{k+1}[d]\right)>i$ and Algorithm 4 exit from the while loop at this iteration (line 13). We have thus $p=$ $k+1$.
* If $n e x t_{k+1}[d] \in C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ we have:

$$
\left\{\begin{array}{l}
\operatorname{next}_{k+1}[d]=\operatorname{next}_{k}\left[\alpha\left(\operatorname{next}_{k}[d]\right)\right] \in C D S_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=C D S_{i}\left(d^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)=2^{k}
\end{array}\right.
$$

We obtain as previously (equation 21):

$$
\operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}(d)=2^{k+1}
$$

- If $d$ is contracted before level $i+1$ or if $\operatorname{state}(i)=$ Contracted:

As previously, if $n e x t_{k}[d] \notin C D S_{i}\left(\alpha(d)^{i}\right)$ we have $k=p$ with:

$$
\operatorname{next}_{p}[d]=\left\{\begin{array}{cl}
\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{array}\right.
$$

If $\operatorname{next}_{k}[d] \in C D S_{i}\left(\alpha(d)^{i}\right)$, level $\left(\right.$ next $\left._{k}[d]\right) \leq i$ and Algorithm 4 performs thus an additional iteration (line 13). Using our recurrence hypothesis the dart next ${ }_{k}[d]$ satisfies:

$$
\left\{\begin{array}{l}
\operatorname{next}_{k}[d] \in C D S_{i}\left(\alpha(d)^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)-\operatorname{Ind}_{i}(\alpha(d))=2^{k}
\end{array}\right.
$$

We have thus next $_{k}[d]^{i}=\alpha(d)^{i}$.

- If $n e x t_{k}[d]$ is removed we have $\operatorname{next}_{k+1}[d]=\operatorname{eext}_{k}\left[\right.$ next $\left._{k}[d]\right]$.

As previously, using our recurrence hypothesis on $n e x t_{k}[d]$, next $t_{k+1}[d]$ belongs either to $C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ or $\left\{\varphi_{i}\left(\right.\right.$ next $\left._{k}[d]\right), \sigma_{i}\left(\right.$ next $\left.\left._{k}[d]\right)\right\}$ :

* If $n \operatorname{ext}_{k+1}[d] \in\left\{\varphi_{i}\left(\operatorname{next}_{k}[d]\right), \sigma_{i}\left(\operatorname{eext}_{k}[d]\right)\right\}$, we have:

$$
\operatorname{next}_{k+1}[d]= \begin{cases}\varphi_{i}\left(\text { next }_{k}[d]^{i}\right)=\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\text { next }_{k}[d]^{i}\right)=\sigma_{i}\left(\alpha(d)^{i}\right) \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

In this case $\operatorname{level}\left(\right.$ next $\left._{k+1}[d]\right)>i$ and Algorithm 4 exit from the while loop at this iteration (line 13). We have thus $p=$ $k+1$.

* If $\operatorname{eext}_{k+1}[d] \in C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$, we have by our recurrence hypothesis on $n e x t_{k}[d]$ :

$$
\left\{\begin{array}{l}
\operatorname{next}_{k+1}[d] \in C D S_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=C D S_{i}\left(\alpha(d)^{i}\right) \text { and } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)=2^{k}
\end{array}\right.
$$

Therefore:

$$
\begin{align*}
& \quad \operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}(\alpha(d))= \\
& \operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)+\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)-\operatorname{Ind}_{i}(\alpha(d)) \\
& =2.2^{k} \\
& =2^{k+1} \tag{22}
\end{align*}
$$

- If $n e x t_{k}[d]$ is contracted, then $\alpha\left(\right.$ next $\left._{k}[d]\right)$ is also contracted and we have $\operatorname{next}_{k+1}[d]=\operatorname{next}_{k}\left[\alpha\left(\operatorname{next}_{k}[d]\right)\right]$.
According to our recurrence hypothesis on $\alpha\left(\right.$ next $\left._{k}[d]\right)$, next $_{k+1}[d]$ belongs either to $C D S_{i}\left(\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}\right)=C D S_{i}\left(\right.$ next $\left._{k}[d]^{i}\right)$ or $\left\{\varphi_{i}\left(\operatorname{next}_{k}[d]^{i}\right), \sigma_{i}\left(\right.\right.$ next $\left.\left._{k}[d]^{i}\right)\right\}$ (this last relation was obtained by using the relation $\left.\alpha\left(\alpha\left(\text { next }_{k}[d]\right)\right)^{i}=\operatorname{next}_{k}[d]^{i}\right)$
* If $\operatorname{next}_{k+1}[d] \in\left\{\varphi_{i}\left(\operatorname{next}_{k}[d]^{i}\right), \sigma_{i}\left(\operatorname{next}_{k}[d]^{i}\right)\right\}$ we have:

$$
\begin{align*}
& n \operatorname{ext}_{k+1}[d]= \\
& \left\{\begin{array}{rll}
\varphi_{i}\left(\operatorname{next}_{k}[d]^{i}\right) & =\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(\text { next }_{k}[d]^{i}\right) & =\sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{array}\right. \tag{23}
\end{align*}
$$

As previously, we have in this case $p=k+1$.

* If $n e x t_{k+1}[d] \in C D S_{i}\left(\right.$ ext $\left._{k}[d]^{i}\right)$ we have by our recurrence hypothesis on $\alpha\left(\right.$ next $\left._{k}[d]\right)$ :

$$
\begin{aligned}
& \operatorname{next}_{k+1}[d] \in C D S_{i}\left(\operatorname{next}_{k}[d]^{i}\right)=C D S_{i}\left(\alpha(d)^{i}\right) \\
& \operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}\left(\operatorname{next}_{k}[d]\right)=2^{k}
\end{aligned}
$$

As previously:

$$
\operatorname{Ind}_{i}\left(\operatorname{next}_{k+1}[d]\right)-\operatorname{Ind}_{i}(\alpha(d))=2^{k+1}
$$

Corollary 6 With the same notations and hypothesis as Proposition 14 we have:

$$
\forall j \in\{0, \ldots, p-1\} \begin{aligned}
& \text { level }\left(\text { next }_{p}[d]\right)>i \\
& \operatorname{level}\left(\text { next }_{j}[d]\right) \leq i
\end{aligned}
$$

## Proof:

Since next $_{p}[d]$ is the $\varphi_{i}$ or $\sigma_{i}$ successor of either $d^{i}$ or $\alpha(d)^{i}$ (Proposition 14), we have $\operatorname{next}_{p}[d] \in \mathcal{S D}_{i}$ and thus level $\left(d_{p}\right)>i$. Moreover, using Proposition 14 we have:

- If $d$ is removed before level $i+1$ or if $\operatorname{state}(i)=$ Removed:

$$
\forall j \in\{0, \ldots, p-1\} \quad\left\{\begin{array}{l}
\operatorname{next}_{j}[d] \in C D S_{i}\left(d^{i}\right) \text { with } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{j}[d]\right)-\operatorname{Ind}_{i}(d)>0
\end{array}\right.
$$

Therefore, given an index $j \in\{0, \ldots, p-1\}$, if $n e x t_{j}[d]=d^{i}$ we have $\operatorname{Ind}_{i}\left(n e x t_{j}[d]\right)=\operatorname{Ind}_{i}\left(d^{i}\right) \leq \operatorname{Ind}_{i}(d)$. This last hypothesis being refused by Proposition 14, we have $n e x t_{j}[d] \neq d^{i}$ and thus next ${ }_{j}[d] \in$ $C D S_{i}^{*}\left(d^{i}\right)$. Thus (Proposition 4):

$$
\forall j \in\{0, \ldots, p-1\} \quad \operatorname{level}\left(\text { next }_{j}[d]\right) \leq L_{i}\left(d^{i}\right) \leq i
$$

- If $d$ is contracted before level $i+1$ or if $\operatorname{state}(i)=$ Contracted:

$$
\forall j \in\{0, \ldots, p-1\} \quad\left\{\begin{array}{l}
\operatorname{next}_{j}[d] \in C D S_{i}\left(\alpha(d)^{i}\right) \text { with } \\
\operatorname{Ind}_{i}\left(\operatorname{next}_{j}[d]\right)-\operatorname{Ind}_{i}(\alpha(d))>0
\end{array}\right.
$$

As previously, given $j \in\{0, \ldots, p-1\}$, the hypothesis next $_{j}[d]=\alpha(d)^{i}$ contradict Proposition 14. Therefore, next $_{j}[d] \in C D S_{i}^{*}\left(\alpha(d)^{i}\right)$ and:

$$
\forall j \in\{0, \ldots, p-1\} \quad \text { level }\left(\text { next }_{j}[d]\right) \leq L_{i}\left(\alpha(d)^{i}\right) \leq i
$$

Remark 8 Note that Corollary 6 may be used to characterize next ${ }_{p}[d]$ since this dart is the first one in the sequence (next $[d], \ldots$, next $t_{p}[d]$ ) with a level strictly greater than $i$.

As an example, let us consider the dart -11 in Table 4 (line 1). The successive values taken by next $[-11]$ are equal to $-5,6,-9,-7,10,11$ (Tables 4 to 9 (line 1 )). The dart -11 is not contracted nor removed at level 4 but since $K_{4}$ is a removal kernel the dart -11 fulfills the first requirement of Proposition 14. Therefore, the series $-5,6,-9,-7,10,11$ is included in $C D S_{4}(-11)$ (Figure 16 or 5 ). The index of these darts within $C D S_{4}(-11)$ is respectively equal to: $1,2,4,8,16,20$ (we supposed that the index of -11 is 0 ). The exponential growth of the index of next $[-11]$ is thus verified.

$\rightleftharpoons$ successive values of $\operatorname{next}_{k}[-11]$

Figure 16: The connecting dart sequence $C D S_{4}(-11)$ with the successive values taken by $n e x t_{k}[-11]$ during Algorithm 4

In the same way, the dart 3 is contracted at level 3 . The successive values of next[3] are equal to $-7,1,2,7,11$ (Tables 4 to 9 (line 15)). Since 3 is contracted before level 4 , this sequence of darts belongs to $C D S_{4}\left(-3^{4}\right)=$ $C D S_{4}(-11)$ (in this this case, the darts 3 and -3 belong to the same connecting dart sequence at level 4). The indices of $-7,1,2,7,11$ in $C D S_{4}(-11)$ are respectively equal to $8,9,11,15,20$. Since $\operatorname{Ind}_{4}(-3)=7$, the exponential growth of $\operatorname{Ind}_{4}(n e x t[-3])-\operatorname{Ind}_{4}(-3)$ is verified.

Proposition 15 Using the same hypothesis and notations as Proposition 14, given a dart $d \in \mathcal{D}$ :

- If $d \in \mathcal{S D}_{i}$ and if one of the two following proposition is true:

1. $K_{i}$ is a removal kernel and $C D S_{i}(d)=d$
2. $K_{i}$ is a contraction kernel and $C D S_{i}(\alpha(d))=\alpha(d)$

Then:

$$
\forall j \in\{0, \ldots, i\} \quad \operatorname{First}(j, d)=\sigma_{i}(d)
$$

- If $d \in \cup_{j=0}^{i} K_{j}$ and $i \in I_{d}$
- If d is removed:

$$
\forall j \in\{0, \ldots, i\} \operatorname{First}(j, d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

- If d is contracted:

$$
\forall j \in\{0, \ldots, i\} \operatorname{First}(j, d)=\left\{\begin{array}{cl}
\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{array}\right.
$$

In all cases, Algorithm 4 does not enter in the while loop and the sequence of successive values of next $[d]$ is reduced to next ${ }_{0}[d]$.

## Proof:

Let us follow the decomposition of the proposition.

- If $d \in \mathcal{S D}_{i}$ and $C D S_{i}(d)=d$

If $K_{i}$ is a removal kernel and $C D S_{i}(d)=d$, we have by Theorem 2:

$$
\forall j \in\{0, \ldots, i\} \quad \sigma_{j}(d)=\sigma(d)
$$

and more particularly $\sigma_{i}(d)=\sigma(d)$.
In the same way, if $K_{i}$ is a contraction kernel and $C D S_{i}(\alpha(d))=\alpha(d)$, we have by Theorem 2 :

$$
\forall j \in\{0, \ldots, i\} \quad \varphi_{j}(\alpha(d))=\sigma_{j}(d)=\varphi(\alpha(d))=\sigma(d)
$$

and thus $\sigma_{i}(d)=\sigma(d)$.

In both cases Algorithm 4 is called with a parameter $d^{\prime}=\sigma(d)$ whose level is greater than $i$. The variable max_level (Algorithm 4, line 4) is thus initialized to $i+1$ and the array $\operatorname{First}(., d)$ is filled by $\sigma(d)=$ $\sigma_{i}(d)$ from level 0 to level $i($ Algorithm 4, lines 7,8). Moreover, since level $(\sigma(d))>i$, Algorithm 4 does not enter in the while loop (line 13) and $n e x t_{0}[d]=\sigma(d)$ is the first and last value of next $[d]$.

- If $d \in \cup_{j=0}^{i} K_{j}$ and $i \in I_{d}$.
- If $d$ is removed, we have by Proposition 8:

$$
\sigma(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

Therefore, in both cases, Algorithm 4 is called with a parameter $d^{\prime}=\sigma(d)$ with a level strictly greater than $i$. As previously, Algorithm 4 fills the array $\operatorname{First}(., d)$ by $\sigma(d)$ from level 0 to level $i$ and terminates without entering in the while loop.

- If $d$ is contracted, $\alpha(d)$ is also contracted and Proposition 8 applied to $\alpha(d)$ gives:

$$
\varphi(\alpha(d))=\sigma(d)= \begin{cases}\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

In both cases, Algorithm 4 is called with a parameter $d^{\prime}=\sigma(d)$ such that level $(\sigma(d))>i$. As previously, Algorithm 4 fills the array $\operatorname{First}(., d)$ by $\sigma(d)$ from level 0 to level $i$ and terminates without entering in the while loop.

Proposition 15 considers the cases where a dart $d$ is either the only or the last dart of the connecting dart sequence which contains it. In these cases, Algorithm 4 does not enter in the while loop (line 13).

If Algorithm 4 does enter in the while loop for each iteration such that min_level $\left[d^{\prime \prime}\right]$ is greater than min_level $[d]$, the algorithm fills the array First (., $d$ ) from min_level $[d]$ to min_level $\left[d^{\prime \prime}\right]$ (lines 15 and 21). Let us denote by $\min _{k}[d]$ the value of min_level $[d]$ at iteration $k$. Intuitively, $\min _{k}[d]$ encodes the level of the next dart required by the processor associated to $d$ in order to add an entry to the array First(., d) (comments in Algorithm 4).

The following proposition establishes the main properties of the series $\min _{k}[d]$.

Proposition 16 With the same notations as Proposition 14, given a dart $d \in \mathcal{D}, \min _{0}[d], \ldots, \min _{p}[d]$ denote the values of min_level $[d]$ during the successive iterations of Algorithm 4, we have:

$$
\left\{\begin{array}{l}
\forall j \in\{0, \ldots, p-1\} \quad \min \left(\text { level }\left(\text { next }_{j}[d]\right), i+1\right)+1 \leq \min _{j}[d]<i+2 \\
\min _{p}[d]=i+2
\end{array}\right.
$$

## Proof:

Let us first show that the condition is true before the loop. For each dart $d \in \mathcal{D}$, we have next $t_{0}[d]=\sigma(d)$ and $\min _{0}[d]$ is set to (lines 4 and 10 ):

$$
\min _{0}[d]=\min \left(\text { level }\left(\text { next } t_{0}[d]\right), i+1\right)+1
$$

- If $\operatorname{level}\left(n e x t_{0}[d]\right) \leq i, \min _{0}[d]=\operatorname{level}\left(\right.$ next $\left._{0}[d]\right)+1<i+2$. Moreover, Algorithm 4 performs in this case at least one iteration (Remark 8). Therefore $n e x t_{0}[d]$ is not the last dart of the sequence next $_{0}[d] \ldots$ next $t_{p}[d]$.
- If level $($ next $0[d])>i, \min _{0}[d]=i+2$. In this case, we have $p=$ 0 (line 13).

The condition is thus true for each dart $d \in \mathcal{D}$ before the while loop. Let us now suppose that the condition is true for all darts until a given iteration $k$.

Given one dart $d \in \mathcal{D}$ such that the value of $\operatorname{next}[d]$ at iteration $k$ is not the last one $(k \neq p)$, we have by our recurrence hypothesis:

$$
\min \left(\operatorname{level}\left(\text { next }_{k}[d]\right), i+1\right)+1 \leq \min _{k}[d]<i+2
$$

Let us denote by $d^{\prime \prime}$ the dart next ${ }_{k}[d]$ if next $_{k}[d]$ is removed and $\alpha\left(n e x t_{k}[d]\right)$ if $n e x t_{k}[d]$ is contracted (Algorithm 4, line 15). Note that we have next $t_{k+1}[d]=$ next ${ }_{k}\left[d^{\prime \prime}\right]$ (line 24). In the same way, let us denote by $p^{\prime \prime}$ the index of the last iteration of Algorithm 4 associated to $d^{\prime \prime}$. The successive values taken by $n e x t\left[d^{\prime \prime}\right]$ are thus equal to $\left(\text { next }_{j}\left[d^{\prime \prime}\right]\right)_{j \in\left\{0, \ldots, p^{\prime \prime}\right\}}$.

If $p^{\prime \prime} \leq k$, the sequence $\left(\operatorname{next}_{j}\left[d^{\prime \prime}\right]\right)_{j \in\left\{0, \ldots, p^{\prime \prime}\right\}}$ terminates at or before iteration $k$. Using our recurrence hypothesis we have $\min _{p^{\prime \prime}}\left[d^{\prime \prime}\right]=i+2$. Moreover, since $\min _{k}[d]<i+2$ by hypothesis we have $\min _{k}[d]<\min _{p^{\prime \prime}}\left[d^{\prime \prime}\right]$ and $\min _{k+1}[d]$ is set to $\min _{p^{\prime \prime}}\left[d^{\prime \prime}\right]=i+2$ (line 18 and 22).

Otherwise, using our recurrence hypothesis on $d^{\prime \prime}$, and the fact that $n e x t_{k+1}[d]=\operatorname{next}_{k}\left[d^{\prime \prime}\right]:$

$$
\min \left(\text { level }\left(\text { next }_{k+1}[d]\right), i+1\right)+1 \leq \min _{k}\left[d^{\prime \prime}\right]<i+2
$$

- If $\min _{k}\left[d^{\prime \prime}\right] \leq \min _{k}[d], \min _{k+1}[d]$ is set to $\min _{k}[d]$.

$$
\min \left(\operatorname{level}\left(\text { next }_{k+1}[d]\right), i+1\right)+1 \leq \min _{k}\left[d^{\prime \prime}\right] \leq \min _{k+1}[d]<i+2
$$

- If $\min _{k}\left[d^{\prime \prime}\right]>\min _{k}[d]$ we have $\min _{k+1}[d]=\min _{k}\left[d^{\prime \prime}\right]$ (line 22). Thus:

$$
\min \left(\text { level }\left(\text { next }_{k+1}[d]\right), i+1\right)+1 \leq \min _{k}\left[d^{\prime \prime}\right]=\min _{k+1}[d]<i+2
$$

The condition holds thus at iteration $k+1$.
Note that since the array First $(., d)$ is filled up to $\min _{k}[d]-2$ Algorithm 4 (lines 7,8 and 20,21 ) the value of $\min _{k}[d]$ may be deduced from Tables 4 to 9 by adding 2 to the Column's index of the last filled entries on each line. Let us consider the dart -11 (line 2) on Table 4. The value of next $t_{0}[d]$ is indicated on the second column and equal to -5 for the dart -11 . Since First(., -11 ) is filled up to index 3 we have $\min _{0}[-11]=3+2=5$. Moreover, the level of next $t_{0}[-11]=-5$ being equal to 4 we have:

$$
\min (\operatorname{level}(-5), 4+1)+1=5 \leq \min _{0}[-11]=5<6
$$

Since the dart -5 is removed at level 4 , the value of $d^{\prime \prime}$ in Algorithm 4 is equal to -5 with $\min _{0}[-5]=0+2=2$. We have thus: next ${ }_{1}[-11]=$ next $_{0}[-5]=$ 6. Since $\min _{0}[-5] \leq \min _{0}[-11]$, the value of $\min _{0}[-11]$ remains unchanged at iteration 1 and:
$\min \left(\operatorname{level}\left(\right.\right.$ next $\left.\left._{1}[-11]\right), 4+1\right)+1=2 \leq \min _{0}[-5] \leq \min _{0}[-11]=\min _{1}[-11]<6$
Conversely, let us consider the dart 7 on Table 4. since the dart next ${ }_{0}[7]=1$ is contracted at level 1 , the value of $d^{\prime \prime}$ in Algorithm 4 is equal to -1 with $\min _{0}[7]=2<\min _{0}[-1]=3$ and next $_{1}[7]=$ next $_{0}[-1]=8$. The value of $\min _{1}[7]$ is thus set to $\min _{0}[-1]$ and we have:

$$
\min \left(\operatorname{level}\left(\text { next }_{1}[7]\right), 4+1\right)+1=3 \leq \min _{0}[-1]=\min _{1}[7]<6
$$

Lemma 1 With the same notations as Proposition 14, given a dart d $\in \mathcal{D}$, if next $[d], \ldots$, next $t_{p}[d]$ and $\min _{0}[d], \ldots, \min _{p}[d]$ denote respectively the values of next $[d]$ and min_level $[d]$ during the successive iterations of Algorithm 4, the following conditions are invariant for each iteration:

- If $d$ is removed before level $i+1$ or if $\operatorname{state}(i)=$ Removed.

1. For each $k \in\{0, \ldots, p-1\}$, any dart in the sequence $] d, \ldots$, next $\left._{k}[d]\right]$ $\unlhd C D S_{i}\left(d^{i}\right)$ has a level strictly lower than $\min _{k}[d]$ :

$$
\left.\forall k \in\{0, \ldots, p-1\} \forall b \in] d, \ldots, \operatorname{next}_{k}[d]\right] \quad \operatorname{level}(b)<\min _{k}[d]
$$

2. For each $k \in\{0, \ldots, p\}$ and each $j \in\left\{0, \ldots, \min _{k}[d]-2\right\}$, $\operatorname{First}(j, d)$ is the first dart of the sequence $] d, \ldots$, next $\left._{k}[d]\right]$ with a level strictly greater than $j$ :

$$
\forall j \in\left\{0, \ldots, \min _{k}[d]-2\right\} \quad\left\{\begin{array}{l}
\operatorname{level}(\operatorname{First}(j, d))>j \text { and } \\
\forall b \in] d, \ldots, \operatorname{First}(j, d)[\quad \text { level }(b) \leq j
\end{array}\right.
$$

- If $d$ is contracted before level $i+1$ or if state $(i)=$ Contracted

1. For each $k \in\{0, \ldots, p-1\}$, any dart in the sequence $] \alpha(d), \ldots$, next $\left.{ }_{k}[d]\right]$ $\unlhd C D S_{i}\left(\alpha(d)^{i}\right)$ has a level strictly less than $\min _{k}[d]$.
$\left.\forall k \in\{0, \ldots, p-1\} \forall b \in] \alpha(d), \ldots, \operatorname{next}_{k}[d]\right] \quad \operatorname{level}(b)<\min _{k}[d]$
2. For each $k \in\{0, \ldots, p\}$ and each $j \in\left\{0, \ldots, \min _{k}[d]-2\right\}$, $\operatorname{First}(j, d)$ is the first dart of the sequence $] \alpha(d), \ldots$, next $\left._{k}[d]\right]$, with a level strictly greater than $j$ :

$$
\begin{aligned}
& \text { level }(\operatorname{First}(j, d))>j \text { and } \\
& \forall b \in] \alpha(d), \ldots, \operatorname{First}(j, d)[\quad \operatorname{level}(b) \leq j
\end{aligned}
$$

## Proof:

The following demonstration will be restricted to the case $d$ is removed before level $i+1$ or $\operatorname{state}(i)=$ Removed, since the other case may be easily adapted from it.

After the initialization step, since $d$ is removed, next ${ }_{0}[d]=\sigma(d)$ either belongs to $C D S_{i}\left(d^{i}\right)$ or is equal to $\varphi_{i}\left(d^{i}\right)$ or $\sigma_{i}\left(d^{i}\right)$ according to $K_{i}$ (Proposition 14).

Case 1: $\operatorname{next}_{0}[d]=\sigma(d) \in\left\{\sigma_{i}\left(d^{i}\right), \varphi_{i}\left(d^{i}\right)\right\}$.
We have level $(\sigma(d))>i($ Corollary 6$)$ and $\min _{0}[d]=i+2($ Proposition 16). Moreover, the variable max_level (Algorithm 4, line 4) is initialized to $i+1$ and the array First $(., d)$ is filled by $\sigma(d)$ from level 0 to level $i$ (Algorithm 4, lines 7,8). The condition level $(\operatorname{First}(j, d)=\sigma(d))>j$ for each $j$ in $\{0, \ldots, i\}$ is thus insured.

Since $\sigma(d)$ follows $d$ in $S_{i}\left(d^{i}\right)$, the interval ]d,..., Fist $(j, d)$ [ is empty for any $j \in\{0, \ldots, i\}$. The second property of the second invariant is thus trivially satisfied. Nothing remains to be demonstrated in this case since $p=0$.

Case 2: $\operatorname{next}_{0}[d]=\sigma(d) \in C D S_{i}\left(d^{i}\right)$.

We have level $(\sigma(d)) \leq i$ (Corollary 6).The variable max_level (Algorithm 4, line 4) is thus initialized to level $(\sigma(d))$ and the array First (., $d)$ is filled up to level $(\sigma(d))($ lines 7,8$)$ by $\sigma(d)$. Note that we have in this case $\min _{0}[d]=$ max_level $+1=\operatorname{level}(\sigma(d))+1$ (line 10), moreover:

$$
\forall j \in\{0, \ldots, \operatorname{level}(\sigma(d))-1\} \operatorname{level}(\operatorname{First}(j, d))=\operatorname{level}(\sigma(d))>j
$$

The first property of the second invariant is thus satisfied.
Since $\sigma(d)$ follows $d$ in $C D S_{i}\left(d^{i}\right)$, the interval $\left.] d, \ldots, \operatorname{next}_{0}[d]=\sigma(d)\right]$ is reduced to $\left\{\right.$ next $\left._{0}[d]\right\}$ with:

$$
\operatorname{level}\left(n e x t_{0}[d]\right)=\operatorname{level}(\sigma(d))<\min _{0}[d]=\operatorname{level}(\sigma(d))+1
$$

The first invariant is thus satisfied.
As previously, the interval $] d, \ldots, \operatorname{First}(j, d)[$ is empty for any $j \in$ $\{0, \ldots$, level $(\sigma(d)\}$. The second property of the second invariant is thus trivially true.

The conditions are thus true before the loop. Let us suppose them true until level $k$. If $k=p$ nothing remains to be demonstrated. Otherwise, Using our recurrence hypothesis we have:

$$
\begin{equation*}
\left.\forall b \in] d, \ldots, \operatorname{next}_{k}[d]\right] \quad \operatorname{level}(b)<\min _{k}[d] \tag{24}
\end{equation*}
$$

Case 3: $\operatorname{next}_{k}[d]$ is removed before level $i+1$ or $\operatorname{state}(i)=$ Removed.
Using Proposition 14, next ${ }_{k}[d] \in C D S_{i}\left(d^{i}\right)$. Moreover, by definition of the sequence $\left(\text { ext }_{j}[d]\right)_{j \in\{0, \ldots, p\}}$ we have $n e x t ~_{k+1}[d]=\operatorname{next}_{k}\left[n e x t_{k}[d]\right]$. Let us first suppose that level $\left(\right.$ next $\left._{k+1}[d]\right) \leq i$. In this case, the Algorithm 4 associated to $n e x t_{k}[d]$ performs at least $k+1$ iteration (Corollary 6). Using our recurrence hypothesis on $\operatorname{next}_{k}[d]$ we obtain:
$\left.\forall b \in \operatorname{next}_{k}[d], \ldots, \operatorname{next}_{k}\left[\operatorname{next}_{k}[d]\right]=\operatorname{next}_{k+1}[d]\right] \operatorname{level}(b)<\min _{k}\left[n e x t_{k}[d]\right]$

- If $\min _{k}\left[n e x t_{k}[d]\right] \leq \min _{k}[d]$, using equation 24 we have:

$$
\left.\forall b \in] d, \ldots, \operatorname{next}_{k+1}[d]\right] \quad \operatorname{level}(b)<\min _{k}[d]
$$

Therefore, since $\min _{k}[d]$ and the array $\operatorname{First}(., d)$ are not modified (line 18) both invariants remain true at iteration $k+1$.

- If $\min _{k}\left[n e x t_{k}[d]\right]>\min _{k}[d]$, then $\min _{k+1}[d]$ is set to $\min _{k}\left[n e x t_{k}[d]\right]$ (line 22). Using equation 24 we obtain:

$$
\begin{aligned}
& \left.\begin{array}{ll}
\left.\forall b \in] d, \ldots, \operatorname{next}_{k}[d]\right] & \operatorname{level}(b)<\min _{k}[d]<\min _{k+1}[d] \\
\left.\forall b \in] \operatorname{next}_{k}[d], \ldots, \operatorname{next}_{k+1}[d]\right] & \operatorname{level}(b)<\min _{k}\left[n e x t_{k}[d]\right]=\min _{k+1}[d]
\end{array}\right\} \\
& \left.\Longrightarrow \forall b \in] d, \ldots, \operatorname{next}_{k+1}[d]\right] \operatorname{level}(b)<\min _{k+1}[d]
\end{aligned}
$$

Moreover, the array First(., next $\left.{ }_{k}[d]\right)$ is copied in First(., $\left.d\right)$ from the index $\min _{k}[d]-1$ to $\min _{k}\left[\right.$ next $\left.t_{k}[d]\right]-2$ (lines 20,21). Since this copy preserves the indexes we have:

$$
\begin{array}{r}
\forall j \in\left\{\min _{k}[d]-1, \ldots, \min _{k}\left[\operatorname{next}_{k}[d]\right]-2\right\} \\
\operatorname{First}\left(j, \operatorname{next}_{k}[d]\right)=\operatorname{First}(j, d)>j
\end{array}
$$

The above property is also true for any $j \in\left\{0, \ldots, \min _{k}[d]-\right.$ $2\}$ by our recurrence hypothesis. Therefore, since $\min _{k+1}[d]=$ $\min _{k}\left[\right.$ next $\left.{ }_{k}[d]\right]$ :

$$
\forall j \in\left\{0, \ldots, \min _{k+1}[d]-2\right\} \operatorname{First}(j, d)>j
$$

The first property of the second invariant is thus preserved at level $k+1$.
Using the second property of the second invariant on $n e x t_{k}[d]$ we have:

$$
\left.\begin{array}{l}
\forall j \in\left\{\min _{k}[d]-1, \ldots, \min _{k}\left[\operatorname{next}_{k}[d]\right]-2\right\}  \tag{25}\\
\forall b \in \quad \operatorname{next}_{k}[d], \ldots, \operatorname{First}\left(j, \operatorname{next}_{k}[d]\right)[
\end{array}\right\} \operatorname{level}(b) \leq j
$$

Note that $\operatorname{First}\left(j\right.$, next $\left._{k}[d]\right)$ is equal to $\operatorname{First}(j, d)$ due to the copy of $\operatorname{First}\left(j\right.$, next $\left._{k}[d]\right)$ into $\operatorname{First}(j, d)$ for $j \in\left\{\min _{k}[d]-\right.$ $1, \ldots, \min _{k}\left[\right.$ next $\left.\left.{ }_{k}[d]\right]-2\right\}$ (Algorithm 4, lines 21,22 and above).
Using the first invariant on $d$ we obtain:

$$
\left.\forall b \in] d, \ldots, \operatorname{next}_{k}[d]\right] \operatorname{level}(b)<\min _{k}[d]
$$

Thus:

$$
\left.\begin{array}{r}
\forall j \in\left\{\min _{k}[d]-1, \ldots, \min _{k}\left[\operatorname{next}_{k}[d]\right]-2\right\} \\
\forall b \in] d, \ldots, \text { next }[d]] \\
\operatorname{level}(b) \leq \min _{k}[d]-1 \leq j
\end{array}\right\}
$$

Therefore, using the above equation and equation 25 we obtain:

$$
\left.\begin{array}{l}
\forall j \in\left\{\min _{k}[d]-1, \ldots, \min _{k}\left[\operatorname{next} t_{k}[d]\right]-2\right\} \\
\forall b \in] d, \ldots, \operatorname{First}(j, d)[
\end{array}\right\} \operatorname{level}(b) \leq j
$$

Since this property is also valid for $j \in\left\{0, \ldots, \min _{k}[d]-2\right\}$ by hypothesis, the second invariant is true at level $k+1$.

If level $\left(\right.$ next $\left._{k+1}[d]\right)>i$, the Algorithm 4 associated to $d$ terminates on next ${ }_{k+1}[d]$ (Corollary 6) and we have $k+1=p$. In this case, the processor running Algorithm 4 on $\operatorname{next}_{k}[d]$ has terminated before iteration $k$. We have thus $\min _{k}\left[\right.$ next $\left.{ }_{k}[d]\right]=i+2$ (Proposition 16). Since $\min _{k}[d]<i+2$ we have $\min _{k}[d]<\min _{k}\left[\right.$ next $\left.t_{k}[d]\right]$ and $\min _{k+1}[d]$ is set to $\min _{k}\left[n e x t_{k}[d]\right]=i+2$. As previously, the array $\operatorname{First}\left(.\right.$, next $\left.{ }_{k}[d]\right)$ is copied in $\operatorname{First}(., d)$ from index $\min _{k}[d]-1$ to $\min _{k}\left[n e x t t_{k}[d]\right]-2=i$. Since this copy preserves the indexes we have:

$$
\forall j \in\{0, \ldots, i\} \operatorname{level}(\operatorname{First}(j, d))>j
$$

The first property of the second invariant is thus preserved at level $k+1=p$. Since the demonstration of the second property of the second invariant do not use the first invariant on $\operatorname{next}_{k}[d]$ (which is not valid for the last iteration of the algorithm associated to $\left.\operatorname{next}_{k}[d]\right)$ it may be demonstrated as previously by using equation 25 . We obtain thus:

$$
\forall j \in\{0, \ldots, i\} \quad\left\{\begin{array}{l}
\operatorname{level}(\operatorname{First}(j, d))>j \text { and } \\
\forall b \in] d, \ldots, \operatorname{First}(j, d)[\quad \text { level }(b) \leq j
\end{array}\right.
$$

Case 4: $\operatorname{next}_{k}[d]$ is contracted before level $i+1$ or $\operatorname{state}(i)=$ Contracted
The proof of this case being similar to the one of the case (3), we will just outline the main parts of the proof.
Using Proposition 14, next ${ }_{k}[d] \in S_{i}\left(\alpha(d)^{i}\right)$. Moreover, by definition of the sequence $\left(\text { next }_{j}[d]\right)_{j \in\{0, \ldots, p\}}$ we have $\operatorname{next}_{k+1}[d]=\operatorname{next}_{k}\left[\alpha\left(\right.\right.$ next $\left.\left._{k}[d]\right)\right]$.

If level $\left(\right.$ next $\left._{k+1}[d]\right) \leq i$, Algorithm 4 associated to $\alpha\left(\right.$ next $\left._{k}[d]\right)$ performs at least $k+1$ iteration. Using our recurrence hypothesis on $\alpha\left(n e x t_{k}[d]\right)$ we obtain:
$\left.\forall b \in] \alpha\left(\alpha\left(\operatorname{next}_{k}[d]\right)\right)=\operatorname{next}_{k}[d], \ldots, \operatorname{next}_{k+1}[d]\right] \operatorname{level}(b)<\min _{k}\left[\alpha\left(\operatorname{next}_{k}[d]\right)\right]$

- If $\min _{k}\left[\alpha\left(\right.\right.$ next $\left.\left.t_{k}[d]\right)\right] \leq \min _{k}[d]$, we obtain by using equation 24 :

$$
\left.\forall b \in] d, \ldots, \operatorname{next}_{k+1}[d]\right] \quad \operatorname{level}(b)<\min _{k}[d]
$$

Moreover, since in this case, the array $\operatorname{First}(., d)$ and the variable $\min _{k}[d]$ remain unchanged(line 18) the invariants remain true at iteration $k+1$.

- If $\min _{k}\left[\alpha\left(\right.\right.$ next $\left.\left.{ }_{k}[d]\right)\right]>\min _{k}[d]$ then $\min _{k+1}[d]$ is set to $\min _{k}\left[\alpha\left(n e x t t_{k}[d]\right)\right]$ (line 22). Using equation 24 we obtain:

$$
\left.\forall b \in] d, \ldots, \operatorname{next}_{k+1}[d]\right] \operatorname{level}(b)<\min _{k+1}[d]
$$

As previously, the copy of $\operatorname{First}\left(j, \alpha\left(\operatorname{next}_{k}[d]\right)\right)$ to $\operatorname{First}(j, d)$ for $j \in\left\{\min _{k}[d]-1, \ldots, \min _{k+1}[d]\right\}$ preserves the indexes. We have thus:

$$
\forall j \in\left\{0, \ldots, \min _{k+1}[d]-2\right\} \operatorname{level}(\operatorname{First}(j, d))>j
$$

The first property of the second invariant is thus preserved at iteration $k+1$. Using the second property of the second invariant on $\alpha\left(\right.$ ext $\left._{k}[d]\right)$ we have:

$$
\left.\begin{array}{l}
\forall j \in\left\{\min _{k}[d]-1, \ldots, \min _{k}\left[\alpha\left(\operatorname{next}_{k}[d]\right)\right]-2\right\} \\
\forall b \in] \alpha\left(\alpha\left(\operatorname{next}_{k}[d]\right)\right)=\operatorname{next}_{k}[d], \ldots, \operatorname{First}(j, d)[
\end{array}\right\} \operatorname{level}(b) \leq j
$$

Since $\min _{k}\left[\alpha\left(n e x t_{k}[d]\right)\right]=\min _{k+1}[d]$, using the above equation and the first invariant on $d$ we obtain as previously:

$$
\left.\begin{array}{l}
\forall j \in\left\{0, \ldots, \min _{k+1}[d]-2\right\} \\
\forall b \in] d, \ldots, \operatorname{First}(j, d)[
\end{array}\right\} \operatorname{level}(b) \leq j
$$

The second invariant remains thus true at level $k+1$.
If level $\left(\right.$ next $\left._{k+1}[d]\right)>i$ we have $k+1=p$ (Corollary 6) and $\min _{p}[d]=$ $i+2$. Since the demonstration of the second invariant does not require the use of the first invariant on $\alpha\left(\right.$ next $\left._{k}[d]\right)$ (which is not valid) the same demonstration as in the case level $\left(\right.$ next $\left._{k+1}[d]\right) \leq i$ holds.

The propositions seen in this section were mainly devoted to the properties of the objects used by Algorithm 4. The following propositions use these properties to connect the objects of Algorithm 4 with the ones used by Theorems 2 to 5 . This section concludes with Proposition 19 which shows that the arrays $\operatorname{First}(j, d)$ contain the $\sigma_{j}$ successors of the darts $d$ at the end of the algorithm.

Proposition 17 Using the same hypothesis and notations as Proposition 14, given a dart $d \in \mathcal{D}$ :

1. If $i \in \mathcal{D} \mathcal{S}_{d}$ and $d$ is removed before level $i+1$ or state $(i)=$ Removed:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(d)-1\right\} \quad \operatorname{First}(j, d)=d_{\text {succ }_{i, d}(j+1)}
$$

2. If $i \in \mathcal{D S}_{\alpha(d)}$ and $d$ is contracted before level $i+1$ or state $(i)=$ Contracted:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(\alpha(d))-1\right\} \quad \operatorname{First}(j, d)=d_{\text {succ }_{i, \alpha(d)}(j+1)}
$$

## Proof:

Property 1: Since $i \in \mathcal{D} \mathcal{S}_{d}, \mathcal{L}_{i}(d)$ and the function $\operatorname{succ}_{i, d}$ are defined. The function $s u c c_{i, d}$ is defined by (Definition 8):

$$
\begin{align*}
& \forall d \in \mathcal{D} \\
& \left.\forall j \in\left\{1, \ldots, \mathcal{L}_{i}(d)\right\}\right\}  \tag{26}\\
& \quad \operatorname{succ}_{i, d}(j)=\min \left\{k \in\left\{\operatorname{Ind}_{i}(d)+1, \ldots, p\right\} \mid \operatorname{level}\left(d_{k}\right) \geq j\right\}
\end{align*}
$$

with $C D S_{i}\left(d^{i}\right)=d_{1}, \ldots, d_{p}$. This last definition is equivalent to:

$$
\begin{align*}
& \forall d \in \mathcal{D} \\
& \forall j \in\left\{0, \ldots, \mathcal{L}_{i}(d)-1\right\}  \tag{27}\\
& \operatorname{succ}_{i, d}(j+1)=\min \left\{k \in\left\{\operatorname{Ind}_{i}(d)+1, \ldots, p\right\} \mid \operatorname{level}\left(d_{k}\right)>j\right\}
\end{align*}
$$

We have by Lemma 1, ]d..., $\operatorname{First}(j, d)\left[\unlhd S_{i}(d)\right.$ Moreover,

$$
\forall b \in] d \ldots, \operatorname{First}(j, d))\left[\unlhd S_{i}(d), \operatorname{level}(b) \leq j\right.
$$

Therefore, given one $j \in\left\{0, \ldots, \mathcal{L}_{i}(d)-1\right\}$, $\operatorname{succ}_{i, d}(j+1)$ is defined and $d \ldots \ldots \operatorname{First}(j, d) \preceq_{p r e} d \ldots . d_{\text {succ }_{i, d}(j+1)}$.Therefore, since $d_{\text {succ }_{i, d}(j+1)} \in$ $C D S_{i}\left(d^{i}\right), \operatorname{First}(j, d) \in C D S_{i}\left(d^{i}\right)$. Moreover, using the first property of the second invariant of Lemma 1: level $(\operatorname{First}(j, d))>j$. Thus:

$$
d_{\text {succ }_{i, d}(j+1)}=\operatorname{First}(j, d)
$$

Property 2: Since $i \in \mathcal{D} \mathcal{S}_{\alpha(d)}, \mathcal{L}_{i}(\alpha(d))$ and the function $\operatorname{succ}_{i, \alpha(d)}$ are defined. For any $j \in\left\{0, \ldots, \mathcal{L}_{i}(\alpha(d))-1\right\}$ the value of $\operatorname{succ}_{i, \alpha(d)}(j+1)$ is defined as the index of the first dart in $C D S_{i}\left(\alpha(d)^{i}\right)$ with a level strictly greater than $j$. Using Lemma 1 :

$$
\forall b \in] \alpha(d), \ldots, \operatorname{First}(j, d)\left[\unlhd S_{i}\left(\alpha(d)^{i}\right), \operatorname{level}(b) \leq j\right.
$$

We have thus:

$$
\alpha(d) \ldots . \operatorname{First}^{(j, d)} \preceq_{\text {pre }} \alpha(d) \ldots . d_{\text {succ }_{i, \alpha(d)}(j+1)} \unlhd S_{i}\left(\alpha(d)^{i}\right)
$$

Since $\operatorname{succ}_{i, \alpha(d)}(j+1)$ is defined, $d_{\text {succ }_{i,, \alpha(d)}(j+1)} \in C D S_{i}\left(\alpha\left(d^{i}\right)\right)$ and $\operatorname{First}(j, d) \in C D S_{i}\left(\alpha(d)^{i}\right)$. Moreover, since $\operatorname{level}(\operatorname{First}(j, d))>j$ :

$$
d_{\text {succ }_{i,, \alpha(d)}(j+1)}=\operatorname{First}(j, d)
$$

Proposition 18 Using the same hypothesis and notations as Proposition 14, given a dart $d \in \mathcal{D}$ :

1. If $i \in \mathcal{D} \mathcal{S}_{d}$ and $d$ is removed before level $i+1$ or state $(i)=$ Removed:

$$
\forall j \in\left\{\mathcal{L}_{i}(d), \ldots, i\right\} \quad \text { First }(j, d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

2. If $i \in \mathcal{D} \mathcal{S}_{\alpha(d)}$ and $d$ is contracted before level $i+1$ or $\operatorname{state}(i)=$ Contracted:

$$
\forall j \in\left\{\mathcal{L}_{i}(\alpha(d)), \ldots, i\right\} \operatorname{First}(j, d)= \begin{cases}\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}
$$

## Proof:

Property 1: According to the second invariant of Lemma 1 at iteration $k=p:$

$$
\forall j \in\{0, \ldots, i\} \quad\left\{\begin{array}{l}
\operatorname{level}(\operatorname{First}(j, d))>j \text { and } \\
\forall b \in] d, \ldots, \operatorname{First}(j, d)[\quad \text { level }(b) \leq j
\end{array}\right.
$$

Given one $j \in\{0, \ldots, i\}$, according to Lemma 1, $\operatorname{First}(j, d)$ has an index in $S_{i}\left(d^{i}\right)$ strictly greater than the one of $d$. Therefore, if Ind denotes the index of each dart in $S_{i}\left(d^{i}\right)$ we have $\operatorname{Ind}\left(d^{i}\right) \leq \operatorname{Ind}(d)<$ $\operatorname{Ind}(\operatorname{First}(j, d))$. Therefore, $\operatorname{First}(j, d)$ cannot be equal to $d^{i}$. Moreover, according to the definition of $\mathcal{L}_{i}(d)$ we have:

$$
\forall b \in C D S_{i}^{*}\left(d^{i}\right) \quad \text { level }(b) \leq \mathcal{L}_{i}(d)
$$

Therefore, since $S_{i}\left(d^{i}\right)$ is equal to $C D S_{i}\left(d^{i}\right) \sigma_{i}\left(d^{i}\right)$ or $C D S_{i}\left(d^{i}\right) \varphi_{i}\left(d^{i}\right)$ according to $K_{i}$, the only two darts of $S_{i}\left(d^{i}\right)$ whose level is greater than $\mathcal{L}_{i}(d)$ are $d^{i}$ and $\varphi_{i}\left(d^{i}\right)$ or $\sigma_{i}\left(d^{i}\right)$. Therefore:
$\forall j \in\left\{\mathcal{L}_{i}(d), \ldots, i\right\} \quad \operatorname{First}(j, d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}$
Property 2: According to the second invariant of Lemma 1 at iteration $k=p:$

$$
\forall j \in\{0, \ldots, i\} \quad\left\{\begin{array}{l}
\operatorname{level}(\operatorname{First}(j, d))>j \text { and } \\
\forall b \in] \alpha(d), \ldots, \operatorname{First}(j, d)[\quad \operatorname{level}(b) \leq j
\end{array}\right.
$$

As previously, $\operatorname{First}(j, d)$ cannot be equal to $\alpha(d)^{i}$ for any $j \in\{0, \ldots, i\}$. Moreover, since:

$$
\forall b \in C D S_{i}^{*}\left(\alpha(d)^{i}\right) \quad \text { level }(b) \leq \mathcal{L}_{i}(\alpha(d))
$$

$\operatorname{First}(j, d)$ must be equal to $\varphi_{i}\left(\alpha(d)^{i}\right)$ or $\sigma_{i}\left(\alpha(d)^{i}\right)$ according to $K_{i}$ for any $j \in\left\{\mathcal{L}_{i}(\alpha(d)), \ldots, i\right\}$.

Let us consider the state of the variables next $[d]$ and First(., $d)$ during the third iteration of Algorithm 4 displayed in Table 7 respectively in Columns 2
and 3 to 7 . For example, the value of next $[-9]$ (line 4, column 2) during this iteration is equal to 9 and the array First is initialized up to index 2 with:

$$
\operatorname{First}(0,-9)=-4, \operatorname{First}(1,-9)=-8, \operatorname{First}(2,-9)=-3
$$

The value of $\min _{3}[-9]$ is thus equal to $2+2=4$.
The dart -9 is removed at level 2 and belongs to $C D S_{4}(-11)$. According to Lemma 1, all the darts between -9 and 9 in $C D S_{4}(-11)$ have a level less than 4(see Figure 16). In the same way, the sequences defined by the array First(., -9) are equal to:

$$
\begin{aligned}
& ]-9, \ldots, \operatorname{First}(0,-9)[=]-9, \ldots,-4[=\varepsilon \\
& ]-9, \ldots, \operatorname{First}(1,-9)[=]-9, \ldots,-8[=(-4) \\
& ]-9, \ldots, \operatorname{First}(2,-9)[=]-9, \ldots,-3[=(-4,-8)
\end{aligned}
$$

Since level $(-4)=1$ and $\operatorname{level}(-8)=2$, the second invariant of Algorithm 4 is satisfied.

During the fourth iteration next $[-9]$ is set to $\operatorname{next}[9]=11$ with $\min _{4}[9]=$ 6 (the line associated to the dart 9 is completely filled). Since $\min _{4}[9] \geq$ $\min _{4}[-9], \min _{4}[-9]$ is set to $\min _{4}[9]=6$ and the array $\operatorname{First}(., 9)$ is copied in $\operatorname{First}(.,-9)$ from the index $\min _{4}[-9]-1=3$ to $\min _{4}[9]-2=4$ (Table 8, line 4).

The line associated to -9 is thus completely filled during the fourth iteration and the processor associated to this dart stop at this iteration. In the same way, the line associated to -11 (line 2) is filled during the fifth iteration (Table 9) and its array First(., -11 ) is equal to:

$$
\begin{aligned}
& \operatorname{First}(0,-11)=-5, \quad \operatorname{First}(1,-11)=-5, \quad \operatorname{First}(2,-11)=-5 \\
& \operatorname{First}(3,-11)=-5, \quad \operatorname{First}(4,-11)=11
\end{aligned}
$$

Note that we have (Figure 4):
$\sigma_{0}(-11)=-5, \sigma_{1}(-11)=-5, \sigma_{2}(-11)=-5, \sigma_{3}(-11)=-5, \sigma_{4}(-11)=11$
This equality between $\operatorname{First}(j, d)$ and $\sigma_{j}(d)$ is justified by the following proposition:

Proposition 19 With the same notations as Proposition 14 the array First initialized by Algorithm 4 satisfies the following property:

$$
\forall d \in \mathcal{D}, \forall j \in\{0, \ldots, \min (\operatorname{level}(d)-1, i)\} \quad \operatorname{First}(j, d)=\sigma_{j}(d)
$$

## Proof:

Let us first consider a dart $d \in \mathcal{S D}_{i}$. We have thus level $(d)>i$ and $\min ($ level $(d)-1, i)=i$.

Case 1: $K_{i}$ is a removal kernel $(\operatorname{state}(i)=$ Removed $)$.
If $C D S_{i}(d)=d$, then $S_{i}(d)=d \cdot \sigma_{i}(d)$, moreover according to Theorem 2:

$$
\forall j \in\{0, \ldots, i\} \quad \sigma_{j}(d)=\sigma_{i}(d)
$$

The proof is in this case provided by Proposition 15.
If $C D S_{i}(d) \neq(d), L_{i}(d)$ is defined (Definition 4). Moreover, we have in this case (Propositions 12 and 17 ):

$$
\forall j \in\left\{1, \ldots, L_{i}(d)\right\} \quad d_{l_{i, d}(j)}=\operatorname{First}(j-1, d)
$$

Using Theorem 3 we have:

$$
\forall j \in\left\{0, \ldots, L_{i}(d)-1\right\} \quad \sigma_{j}(d)=d_{l_{i, d}(j+1)}=\operatorname{First}(j, d)
$$

Using Proposition 18 we have:

$$
\forall j \in\left\{L_{i}(d), \ldots, i\right\} \quad \operatorname{First}(j, d)=\sigma_{i}(d)
$$

Note that in this case $\mathcal{L}_{i}(d)=L_{i}(d)$ (Proposition 11) and $d^{i}=d$.
Using Corollary 2 :

$$
\forall j \in\left\{L_{i}(d), \ldots, i\right\} \quad \sigma_{j}(d)=\sigma_{i}(d)=\operatorname{First}(j, d)
$$

Case 2: $K_{i}$ is a contraction kernel $($ state $(i)=$ Contracted)
We have in this case $S_{i}(\alpha(d))=C D S_{i}(\alpha(d)) \varphi_{i}(\alpha(d))=C D S_{i}(\alpha(d)) \sigma_{i}(d)$. If $C D S_{i}(\alpha(d))=\alpha(d)$, we have $S_{i}(\alpha(d))=\alpha(d) \sigma_{i}(d)$. Moreover, according to Theorem 2:

$$
\forall j \in\{0, \ldots, i\} \quad \varphi_{j}(\alpha(d))=\sigma_{j}(d)=\varphi_{i}(\alpha(d))=\sigma_{i}(d)
$$

The proof is in this case provided by Proposition 15.
If $C D S_{i}(\alpha(d)) \neq(\alpha(d)), L_{i}(\alpha(d))$ and the functions $l_{i, \alpha(d)}$ are defined. Using Proposition 17 we have:

$$
\forall j \in\left\{1, \ldots, L_{i}(\alpha(d))\right\} \quad d_{l_{i, \alpha(d)}(j)}=\operatorname{First}(j-1, d)
$$

Using Theorem 3:
$\forall j \in\left\{0, \ldots, L_{i}(\alpha(d))-1\right\} \quad \varphi_{j}(\alpha(d))=\sigma_{j}(d)=d_{l_{i, \alpha(d)}(j+1)}=\operatorname{First}(j, d)$
As previously, using Proposition 18 we have:

$$
\forall j \in\left\{L_{i}(\alpha(d)), \ldots, i\right\} \quad \operatorname{First}(j, d)=\sigma_{i}(d)
$$

Using Corollary 2 :
$\forall j \in\left\{L_{i}(d), \ldots, i\right\} \quad \varphi_{j}(\alpha(d))=\sigma_{j}(d)=\varphi_{i}(\alpha(d))=\sigma_{i}(d)=\operatorname{First}(j, d)$
Let us now consider a dart $d$ contracted or removed before level $i+1$. The sequence $S_{i}\left(d^{i}\right)$ is thus equal to $C D S_{i}\left(d^{i}\right) \sigma_{i}\left(d^{i}\right)$ if $K_{i}$ is a removal kernel or $C D S_{i}\left(d^{i}\right) \varphi_{i}\left(d^{i}\right)$ if $K_{i}$ is a contraction kernel. Moreover, since level $(d) \leq i$ we have $\min (\operatorname{level}(d)-1, i)=\operatorname{level}(d)-1$.

Case $d$ is removed: If $i \in I_{d}, d$ is the last dart of $C D S_{i}\left(d^{i}\right)$ and we have by Proposition 8:
$\forall j \in\{0, \ldots$, level $(d)-1\} \sigma_{j}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}$
The proof is then provided by Proposition 15.
If $i \notin I_{d}, \mathcal{L}_{i}(d)$ and the functions succ $_{i, d}$ are defined. Using either Theorem 4 or Theorem 5 according to $C D S_{\text {level }(d)-1}(\alpha(d))$ we obtain:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(d)-1\right\} \quad \sigma_{j}(d)=d_{\text {succ }_{i, d}(j+1)}
$$

We have thus by Proposition 17:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(d)-1\right\} \quad \sigma_{j}(d)=d_{\text {succ }_{i, d}(j+1)}=\operatorname{First}(j, d)
$$

If $\mathcal{L}_{i}(d)=$ level $(d)$ nothing remains to be demonstrated. Otherwise $\mathcal{L}_{i}(d)<\operatorname{level}(d)$ and we have (Proposition 13) $i \in J_{d}$ and $\mathcal{L}_{i}(d)=$ $L_{\text {level }(d)-1}(\alpha(d))$. Note that since $i \in J_{d}$ and $i \notin I_{d}$ we must have $C D S_{\text {level }(d)-1}^{*}(\alpha(d)) \neq \varepsilon$ (Definition 6 and TR-63, Proposition 21). Therefore, using Corollary 5:
$\forall j \in\left\{\mathcal{L}_{i}(d), \ldots\right.$, level $\left.(d)-1\right\} \sigma_{j}(d)= \begin{cases}\varphi_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\ \sigma_{i}\left(d^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases}$
The proof is then provided by Proposition 18.

Case $d$ is contracted: First note that $\alpha(d)$ is contracted at level $(d)$.
If $i \in I_{\alpha(d)}, \alpha(d)$ is the last dart of $C D S_{i}\left(\alpha(d)^{i}\right)$ and we have by Corollary 8 :

$$
\begin{align*}
& \forall j \in\{0, \ldots, \text { level }(d)-1\} \\
& \varphi_{j}(\alpha(d))=\sigma_{j}(d)= \begin{cases}\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }\end{cases} \tag{28}
\end{align*}
$$

The proof is then provided by Proposition 15.
If $i \notin I_{\alpha(d)}, \mathcal{L}_{i}(\alpha(d))$ and the functions $\operatorname{succ}_{i, \alpha(d)}$ are defined. Using either Theorem 4 or Theorem 5 according to $C D S_{\text {level }(d)-1}(\alpha(d))$ we obtain:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(\alpha(d))-1\right\} \quad \varphi_{j}(\alpha(d))=\sigma_{j}(d)=d_{\operatorname{succ}_{i, \alpha(d)}(j+1)}
$$

As previously, we have by Proposition 17:

$$
\forall j \in\left\{0, \ldots, \mathcal{L}_{i}(\alpha(d))-1\right\} \quad \sigma_{j}(d)=d_{\text {succ }_{i, \alpha(d)}(j+1)}=\operatorname{First}(j, d)
$$

If $\mathcal{L}_{i}(\alpha(d))=\operatorname{level}(\alpha(d))=$ level $(d)$ nothing remains to be demonstrated. Otherwise $\mathcal{L}_{i}(\alpha(d))<$ level $(d)$ and we have by Corollary 5 :

$$
\begin{align*}
& \forall j \in\left\{\mathcal{L}_{i}(\alpha(d)), \ldots, \text { level }(d)-1\right\} \\
& \qquad \varphi_{j}(\alpha(d))=\left\{\begin{array}{cl}
\varphi_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a contraction kernel } \\
\sigma_{i}\left(\alpha(d)^{i}\right) & \text { If } K_{i} \text { is a removal kernel }
\end{array}\right. \tag{29}
\end{align*}
$$

We have thus by Proposition 18:

$$
\forall j \in\left\{\mathcal{L}_{i}(\alpha(d)), \ldots, \operatorname{level}(d)-1\right\} \varphi_{j}(\alpha(d))=\sigma_{j}(d)=\operatorname{First}(j, d)
$$
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## 9 Index of Definitions and Notations

- Darts :
$\mathcal{D}$ : initial set of darts,
$\mathcal{S D}_{i}$ : set of surviving darts at level $i$,
$\alpha$ : involution encoding the edges of the combinatorial maps. Remains constant along the pyramid in this technical report,
$\sigma_{i}$ : permutation $\sigma$ encoding the vertices of the combinatorial map defined at level $i$,
$\varphi_{i}:$ permutation $\varphi$ encoding the faces of the combinatorial map defined at level $i$,
$d^{i}$ : surviving dart at level $i$ whose connecting dart sequence contains $d$ (section 4).
- Functions
$L_{i}(d)$ : greatest level contained in $C D S_{i}^{*}(d)$ (Definition 4, page 19),
$l_{i, d}(j)$ : index of the first dart in $C D S_{i}(d)$ with a level greater or equal to $j$ (Definition 5, page 23),
$\operatorname{Ind}_{i}(d)$ : index $d$ in the connecting dart sequence which contains it at level $i$ (Definition 8, page 43),
$\mathcal{L}_{i}(d)$ : minimum between level $(d)$ and the greater level of the darts which follow $d$ in $C D S_{i}\left(d^{i}\right)$ (Definition 8, equation 14, page 43),
$\operatorname{succ}_{i, d}(j)$ : index of the first dart with a level greater than $j$ which follows $d$ in $C D S_{i}\left(d^{i}\right)$ (Definition 8, equation 15, page 43).
- Kernels :

Alternate sequence of kernels: sequence of kernels such that two successive kernels does not have the same type (Definition 1, page 9),
Equivalent sequence of kernels: conditions under which two sequence of kernels produce a same combinatorial pyramid (Definition 2, page 9 ).

- Levels :
$J_{d}:$ set of levels included in $\{\operatorname{level}(d), \ldots, n\}$ such that $d C D S_{\text {level }(d)-1}^{*}(\alpha(d))$ is a suffix of $C D S_{i}^{*}\left(d^{i}\right)$ (Definition 6, page 36),
$I_{d}$ : set of levels such that $d$ is the last dart of the connecting dart sequence which contains it (TR-63 Proposition 21),
$\mathcal{D} \mathcal{S}_{d}$ : set of levels such that $d$ is neither the last nor the only dart of $C D S_{i}\left(d^{i}\right)$ (Definition 7, page 42).
- Sequences of darts
$C D S_{i}(d)$ : connecting dart sequence of $d$ defined at level $i$ (TR63 [7] Definition 11, and this report pages 8 and 15),
$C D S_{i}^{*}(d)$ : connecting dart sequence of $d$ at level $i$ without its first dart $d$,
$C W_{i}(d)$ : connecting walk of $d$ at level $i$ (TR-57 [11]),
$\unlhd: ~ s u b-w o r d ~ r e l a t i o n s h i p ~ b e t w e e n ~ t w o ~ s e q u e n c e s ~ o f ~ d a r t s ~$ (Definition 3, page 3),
$\triangleleft:$ strict sub-word relationship between two sequences of darts (Definition 3, page 3),
$\preceq_{\text {pre }} \quad: \quad$ prefix relationship between two sequences of darts (Definition 3, page 3),
$\prec_{\text {pre }} \quad: \quad$ strict prefix relationship between two sequences of darts (Definition 3, page 3),
$\preceq_{\text {suff }}$ : suffix relationship between two sequences of darts (Definition 3, page 3),
$\prec_{\text {suff }} \quad: \quad$ strict suffix relationship between two sequences of darts (Definition 3, page 3),
$\varepsilon:$ empty sequence of darts (Definition 3, page 3),
$|S|$ : number of darts of the sequence $S$.


[^0]:    ${ }^{1}$ This Work was supported by the Austrian Science Foundation under P14445MAT.

[^1]:    ${ }^{1}$ The symbol $C D S_{i}^{*}(d)$ denotes the connecting dart sequence $C D S_{i}(d)$ without its first dart $d$ (see TR-63 [7] for more details)

[^2]:    ${ }^{2}$ see : http://www.univ-reims.fr/leri/membre/luc/PYRAMIDES/ or http://www.prip.tuwien.ac.at/

