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Abstract

The human face provides a rich source of information from muscular movement and nerval
actuation to properties of skin and facial characteristics. This information can be exploited to di-
agnose and quantify facial impairments. Facial palsy is one of these impairments, and is caused
by restrictions of the nerval actuation of muscles responsible for facial expressions. The main
symptoms of this condition are asymmetrical facial movement and partial facial paralysis. To
measure its progress and to compare pre-surgical with post-surgical conditions, medical physi-
cians require different clinical measures extracted from those locations of the face which provide
most information about the facial expression. These locations are indicated by small artificial
markers which are placed on the patient’s face before an evaluation session. A video of the
patient is then recorded which is used to localize these markers in every frame. This task is
currently performed manually by an operator and can take up to five hours for a single video.
Object tracking refers to a research field which deals with the estimation of the position of one or
many objects from an image sequence. Its methods have been applied successfully to different
applications, ranging from video surveillance to robotics. Traditionally, illumination, changes
in pose and occlusion are considered as the main problems when tracking artificial objects of
interest. While the associated tracking methods proved themselves able to deal with these prob-
lems in recent years, tracking objects from the medical perspective are still partly unexplored.
Just like all natural objects, the human face has a high potential for deformation and is charac-
terized by an irregular texture. Additionally, not only one, but multiple objects/markers have to
be tracked simultaneously, which imposes additional difficulty by ensuring that markers can be
uniquely identified in every frame. The thesis explores the possibility of tracking the artificial
facial markers semi-automatically by applying different, state-of-the-art tracking schemes to the
presented problem. The tracking schemes are based on a sequential Bayes estimation technique,
the so called particle filter, which assesses a set of hypothesis using their congruence with the
target model. Hence, the location of each marker can be accurately estimated and occlusions
handled efficiently. To improve the accuracy and to reset lost markers, the clinical operator can
interact with the tracking system. The results showed that our chosen methods are superior in
both the number of interactions and accuracy when compared with traditional trackers which
use only a single hypothesis concerning the marker locations. Additionally, it is shown that the
evaluated schemes are able to replace the task of manual tracking while preserving a high ac-
curacy. As a result, the time to locate the markers is decreased by around 2/3 with an accuracy
of around 3-4 pixels towards the available ground truth. Additionally, only around 2 % of the
evaluated frames required operator intervention.
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Kurzfassung

Das menschliche Gesicht bietet eine reichhaltige Quelle an Information, von Muskelbewegun-
gen und Aktivierung von Nerven, bis hin zu Charakteristiken von Haut und Gesichtsmerkmalen.
Diese Information kann zur Diagnose von Behinderungen im Gesicht herangezogen werden.
Eine dieser Behinderungen ist die Fazialisparese, die durch Beeinträchtigungen der Aktivierung
von Nerven, die für die Muskeln die für Mimik verantwortlich sind, entsteht. Die Hauptsymp-
tome dieser Krankheit äußern sich ausserdem in asymmetrischen Gesichtsbewegungen und par-
tieller Gesichtslähmung. Um den Fortschritt der Krankheit zu messen, und um prä- mit post-
operativen Zuständen zu vergleichen, benötigen Mediziner verschiedene klinische Maßzahlen,
die aus denjenigen Positionen gewonnen werden, die am meisten zur Mimik beitragen. Kleine,
künstliche Markierungen, die vor der Evaluierung am Gesicht des Patienten befestigt werden,
geben diese Positionen an. Danach wird ein Video aufgezeichnet, das verwendet wird, um diese
Markierungen in jedem Bild zu lokalisieren. Dieser Schritt erfolgt zur Zeit manuell durch einen
Arzt oder Betreuer, was dazu führt, dass bis zu fünf Stunden für die Auswertung der Positionen
eines einzelnen Videos benötigt werden. Die Objektverfolgung ist ein Forschungsbereich, der
sich damit beschäftigt, die Position eines oder mehrerer Objekte innerhalb einer Bildfolge über
die Zeit zu Schätzen. Die damit assozierten Methoden werden bereits in verschiedenen App-
likationen, die von Videoüberwachung bis zur Robotik reichen, eingesetzt. Bei der Verfolgung
von künstlichen Szenarien entstehen traditionelle Probleme die Beleuchtung, Änderungen der
Haltung und Verdeckungen betreffen. Doch während sich die Methoden zur Bildverfolgung in
den letzten Jahren in diesen Szenarien bewiesen haben, sind viele medizinische Anwendungen
noch teilweise unerforscht. Wie viele natürliche Objekte, hat das menschliche Gesicht ein ho-
hes Potential zur Deformation und eine unregelmäßige Textur. Außerdem muss nicht nur ein
einzelnes Objekt sondern eine Vielzahl an Objekten bzw. Markierungen gleichzeitig lokalisiert
werden, was ein zusätzliches Problem aufwirft, da jede Markierung eindeutig in jedem einzel-
nen Bild des Patienten verfolgt werden muss. Diese Diplomarbeit hat als Ziel den manuellen
Schritt teilweise zu Automatisieren. Verschiedene aktuelle Objektverfolgungsmethoden wur-
den auf das Problem angewandt. Diese Methoden basieren auf einer sequentiellen Bayes’schen
Schätzmethode, dem Partikelfilter, der Hypothesen aufgrund ihrer Übereinstimmung mit einem
Zielmodell gewichtet. Das bedeutet, dass die Position von jeder Markierung geschätzt werden
kann. In der Diplomarbeit wurde gezeigt, dass die gewählten Methoden den Methoden mit
nur einer Hypothese, betreffend der Anzahl an Interaktionen und dem Fehler gegenüber einer
manuellen Markierung, überlegen sind. Das bedeutet, dass das System fähig ist, die Laufzeit
um ungefähr 2/3 zu reduzieren während die mittlere Abweichung bei 3-4 Pixel liegt. Dabei sind
nur ungefähr 2 % an Interaktionen notwendig.
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CHAPTER 1
Introduction and Motivation

Given the evolutionary advantage of human perception, following a moving object seems to be a
fairly easy task, even in the context of complex scenes with many other objects and irregularities.
On the contrary, even objects of simple shape or appearance can pose difficulties when the
human is replaced by a machine. Despite these difficulties, this process is as fundamental to
computers as for humans. This process of estimating the position of a set of objects is referred to
Object tracking. Despite being a relatively young field of research, it has already been employed
successfully in a variety of applications [41, pp. 15-26], ranging from surveillance to robotics.
However, also the field of medical applications is constantly gaining attention in the research
community. Figure 1.1 shows an example of tracking Escericha coli bacteria [66].

In this example, bacteria cells are tracked automatically by considering both intensity and
motion information. When given a sequence of images, tracking tries to infer the location and
movement of an object [41, p. 1]. The selection of the object depends on the selected application
and may be a car, a person or - like in the example - bacteria cells. Although the problem

Figure 1.1: Automated tracking of E. coli bacteria [66].
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seems difficult at first, simplifications which are based on constraints concerning motion and
appearance allow even barely noticeable, occluded and fast moving objects to be tracked.

1.1 Problem Definition

In medicine, the characteristics of natural objects imply additional difficulties. At first, they
are non-rigid, which means they are prone to deform and do not restrict themselves to a small
amount of degrees of freedom. Additionally, compared to artificial objects, their appearance is
mostly irregular and does not follow a strict texture. Finally, many other anatomical structures
are able to occlude the objects of interest at any time, mostly associated with their consistency.
As all of these characteristics also apply to the human face, care has to be taken when tracking
facial parts. On the other hand, especially because of these issues, the facial structures provide
a concentrated source of information, from muscular movement and nerval actuation to charac-
teristics of skin and facial features. This information plays an important role when it comes to
diagnosis and treatment of different facial impairments. Facial palsy is one of these impairments
and concerns a condition where the patient is suffering from asymmetrical facial movement and
partial facial paralysis. To quantify this condition, six different facial expressions are necessary
to grasp the full capability of facial movement. The facial expressions are evaluated by means
of a set of small artificial facial markers, which are placed on the patient’s face. A video se-
quence is prepared for each facial expression, allowing to locate these markers over time [61].
In each sequence, the trajectories of these markers are used to compare pre- and post-surgical
movement. Additionally, if different recordings of the same patient are available, the change of
the patient’s condition can be analyzed over time. The markers are placed according to a prede-
fined scheme (Figure 1.2), which involves placing three static markers on each tragus1 and on
the rhinon2 and 15 dynamic markers around each eye, on either side of the nose and around the
mouth. The locations of the markers in the scheme has been determined by clinical reasoning to
optimally quantify the condition. This quantification, as currently employed at the Vienna Med-
ical University (VMU) has the disadvantage of relying on a manual step to analyze the progress
of the disease as well as to compare pre- with post-surgical condition, as the markers have to be
located by hand, frame by frame. Depending on the complexity of the patient’s movement, this
manual procedure can take up to five hours of total analysis time for one patient [61].

An approach which is able to track these landmarks automatically has to deal with both the
general problems of object tracking and the application-dependent problems of tracking multiple
facial landmarks:

• Pose
Although the head movement is only very slight during the recording session, these changes
in pose can still result in appearance changes of the facial markers.

• Illumination
Usually, illumination is a greater problem in outdoor environments, but not a key issue in

1The tragus is a small cartilage which is located within the ear conch, right before the the auditory canal.
2The rhinion is a small cartilage located on the nose. It lies on the border of the cartilage tissue towards towards

nasal bone tissue, in the center of the nose.
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Figure 1.2: Marker scheme which is used at the VMU [20].

the presented scenario since the camera is both fixed and indoors. This means that lighting
changes can be neglected. However, to gain insight towards the outdoor performance of
the chosen methods, an outdoor surveillance sequence is also evaluated.

• Noise
Noise is the result of perturbation during the signal acquisition progress of the camera. To
limit its influence, denoising techniques are employed.

• Occlusions
The most problematic aspect in the presented scenario concerns occlusions. Partial oc-
clusions can be the result of mouth movement, seeming occlusions can be the result of
shadowing of the nose, skin color and pigmentation. The face might be partially or totally
occluded, for instance due to hair or other facial features, which would make it impossible
to locate the affected markers at all.

Additionally, application-specific problems must be considered:

• Labeling
Because multiple targets are tracked in parallel, they can possibly interfere, meaning that
labels are prone to change. Additionally, motion or lack of motion of a markers should
can lead to a change of the marker’s label as well. However, as this labeling is substantial

7



for creating the trajectories necessary for clinical evaluation of the resulting 2D locations,
counter-measures must be taken to avoid such situations at any cost.

• Facial deformation
Because the face is a non-rigid object, additional degrees of freedom exist, which allow
the face to deform. This means that during changes in facial expressions, the appearance
of the markers might change as well. Care has to be taken when considering motion
as simple translational effect, which would be a deformation of the facial region when
considering real 3D coordinates.

Although other methods exist to evaluate facial expressions, the object tracking approach has
been chosen because there is a wide field of research available and problems are clearly defined
and evaluated. Hence the goal and contribution of this thesis is to explore several state-of-the-art
methods concerning their applicability on the problem of tracking facial markers. The methods
presented in Chapter 5 are compared among each other by using datasets of different marker
colors and sizes. These methods differ largely in accuracy, computational resources and their
ability to deal with complex situations such as occlusions, changes in appearance and shape.
That is why this thesis also discusses these aspects to give a complete and thorough analysis
of the methods towards the presented problem (Chapter 6). Implicitly, the previously manual
procedure of locating the markers is automated, with the additional possibility to interact with
the tracking system when necessary. As it will be shown in subsequent chapters, the analysis
time can be reduced by 70.2%, which would mean that given a sequence which would take 5
hours per patient, the estimated time to track the sequence will be 1.5 hours. The accuracy of
the tracking schemes, expressed by an Average RMSE of all markers, ranges between 3.8 and
6.9 pixels. Additionally, concerning the best method, only 1.3 % of all evaluated frames needed
manual intervention with an RMSE of 3.5583 pixels. The resulting implementation and their
evaluation results can be used for future research concerning this topic. To present the results
of this thesis to the research community, they have been published at the 21st conference of the
International Association for Pattern Recognition (ICPR) [36].

1.2 Motivation

Facial palsy describes the medical condition of partial or total paralysis of facial muscle tone.
Only 25 percent of patients suffering from this condition have known diseases based on infec-
tions (e.g. Herpes Simplex), injuries, cancer, autoimmune diseases or fetal malformation. The
other cases cannot be tracked back to one of these occurrences and often recover after 3-4 weeks.
Symptoms of facial palsy are asymmetrical facial muscle tone often around mouth, forehead and
eyelid. The treatment depends on the inducing disease of facial palsy, but often includes appli-
cation of steroids and antibiotics in strict combination with occupational and physical therapy.
Although the aftereffects of facial palsy can remain visible even after treatment (asymmetrical
taste-nerve irritation, uncontrolled flow of tears), in many cases a spontaneous recovering can be
observed [16]. To diagnose the degree of palsy, grading systems are used to measure the amount
of asymmetrical movement when defined facial movements are considered. The most well-
known scale is the House-Brackmann scale [26], which subjectively assigns a grade between
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Figure 1.3: Facial nervous system and facial palsy [64].

1 for normal symmetrical function and 6 for complete loss of facial tone, spasm and contrac-
ture. Figure 1.3 shows the primal result of a lesion on either side of the major facial nerves, the
stylomastoid foramen. The patient suffers from facial asymmetry which in turn causes defects
concerning mimic and mouth movement.

The most common cause of facial palsy is Bell’s palsy, which is therefore mostly diagnosed
for people without associated causes such as tumors, trauma and salivary gland inflammation.
The cause for Bell’s palsy is by activation of a virus (Herpes Simplex) in the temporal bone
behind the ear. In response to this infection, the nerve gets swollen, eventually causing it to
degrade. Diagnosis of Bell’s palsy is based on a detailed neurologic evaluation as well as evalu-
ation of nose, ear and throat. Occasionally, Computer Tomography (CT) or Magnetic Resonance
Imaging (MRI) scans will help to exclude more dangerous, non-traditional causes of facial palsy.
Finally, tests using electromyography or electroneurography (ENoG) determine the final diag-
nosis of facial palsy. Although the risk factors for Bell’s palsy have not been fully understood
yet, the incidence is currently 20-25 people per 100.000 per year [16].

Qualitative rating scales such as House-Brackmann, suffer from the disadvantage of hav-
ing a high intra- and inter-observer variability [14]. In contrast, quantitative methods employ
distance measurements to calculate the patient’s condition [61]. This quantitative analysis is
also employed at the Vienna Medical University (VMU), with the disadvantage of relying on a
manual step to analyze the progress of the disease as well as to compare pre- with post-surgical
conditions. This manual step consists of a placing facial landmarks onto the patient’s face using
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a predefined scheme (Figure 1.2) of clinically relevant locations. The scheme involves placing 3
static markers on each tragus1 and on the rhinion2 and 15 dynamic markers around each eye, on
either side of the nose and around the mouth. These marker points are used to grasp the move-
ment of the face over time. To evaluate the clinical condition, different facial expressions are
recorded and separated into corresponding sequences. In each sequence, the distances of these
markers are used to compare pre- and post-surgical movement. Additionally, if different record-
ings of the same patient are available, the change of the patient’s condition can be analyzed over
time. The markers are located manually by hand, frame by frame. However, manual tasks can
be both error prone and imprecise, especially after long sessions of the same, repetitive task.

1.3 Preconditions and Requirements

The implemented methods require the markers to be located manually in the first frame. In addi-
tion, no entries or exits are modeled, which means that it is assumed that the amount of markers
is always constant. Additionally, the following assumptions towards the tracking scenario exist:

• Limited interaction between targets - occlusions among markers does not happen.

• Constant movement, which means that velocity and acceleration have low variance.

• No independent movement of targets, markers only move if other markers move as well.

• Constant number of targets, no marker is added or removed, however, it could seem like
a marker has been removed caused by occlusion.

• Small variance of marker appearance, markers are only allowed to change in small
degrees.

• Constant scale Since the scale of the face and of the marker points does not substan-
tially change during the video analysis, handling changes of marker size during a tracking
session is not required.

• Negligible head movement The initial detection of the face ensures that the search range
for later algorithms and methods will be limited to a region of interest which will poten-
tially contain markers or other facial features. Additionally, because the patient is seated
and moves his head only slightly (see Section 2.7 for setup), the head movement is ne-
glected and only the absolute movement of the facial landmarks is tracked. However, in
other scenarios where the head movement is larger, a compensation strategy has to be
integrated to ensure that only the relative movement of the markers is tracked.

1The tragus is a small cartilage which is located within the ear conch, right before the the auditory canal.
2The rhinion is a small cartilage located on the nose. It lies on the border of the cartilage tissue towards nasal

bone tissue, in the center of the nose.
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1.4 Organization of this Thesis

Chapter 2, discusses state-of-the-art concerning both existing methods for diagnosing the de-
gree and progress of facial palsy and provides an introduction to other approaches dealing with
tracking facial features beyond the medical context. Chapter 3, introduces the state-of-the-art for
object tracking in general. The available features are presented as well as possible approaches to
represent the target. Also, localization methods are discussed which allow creating correspon-
dences from one frame to the next using the described features and appearance representations.
Since Bayes tracking is the central approach in this thesis, a separate Chapter 4 deals with the
theoretical background of Bayes tracking and their different peculiarities. In Chapter 5, the
chosen methodology is presented. This chapter also discusses the expected behavior of both
the selected baseline methods and comparative Bayes methods. An evaluation of the presented
approach is provided in Chapter 6. Since it is necessary to magnify different aspects of the
implemented approaches, the evaluation is split into different parts. These include single target
object evaluation and multi target tracking of facial markers. Finally, a conclusion is given in
Chapter 7, which reflects the discussed results and tries to identify advantages and disadvantages
of the evaluated tracking schemes, both in terms of accuracy and computational resources.
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CHAPTER 2
Analysis of Facial Characteristics

In this chapter, a chronological evolution of methods which deal with trying to grade the progress
of facial palsy or facial asymmetry are presented. In general, we can distinguish between subjec-
tive grading methods, which try to infer progress from asymmetry measures and objective meth-
ods, which try to measure the differences among prominent facial location. The major problem
associated with subjective methods is their high intra- and inter-observer variability [14]. On
the contrary, objective methods (Section 2.2) try to overcome the problem of high intra- and
inter-observer variability by measuring the differences among prominent facial locations. Early
methods only considered two images (Section 2.3). Additionally, Computer Vision topics have
not been popular and mature enough to compete with manually located landmarks or facial
characteristics. Especially the lacking accuracy made several hours of manual pinpointing the
preferred method. Recently, semi-automated methods have been explored which try to reduce
the time necessary to locate facial landmarks or features by hand at different rates. To gen-
erate understanding for other possible approaches, not only methods towards medical context,
but general method for facial feature tracking (Section 2.4) are discussed. Finally, the current
workflow at the Vienna Medical University is outlined (Section 2.7).

2.1 Surface Electrodes

In the early history of facial palsy analysis, surface electrodes had been attached on the face
and the regional differences between electric current have been used to measure asymmetry and
muscular actuation [49].

2.2 Supervised Methods

Instead of tracking single points, supervised methods can be used to classify movement patterns
according to a defined quantitative grading scale such as House-Brackmann [26]. The patients
are asked to perform defined facial expressions which are recorded. In every frame, the first
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task is to remove any in-plane rotations by such that the facial mid-line is perpendicular in the
image [24]. Block-matching is used to compute the affine transformation necessary remove rigid
head motions such that only non-rigid facial expressions are left. After detection of each frame
with the facial expression’s apex, which corresponds to the maximal facial response, the image
is cropped into regions of interest. The regions of interest are defined according to the facial
expression, which is for instance the mouth for a smiling expression. Multi-resolution Local
Binary Patterns (Section 3.1.2) are extracted along the regional frames around each apex frame
and used to compute block-wise histograms describing the motion. Instead of only computing
Local Binary Texture descriptors along the spatial domain, additionally the temporal domain is
considered. These histograms are then used to compute symmetry measures using the Resistor-
Average (RA) distance, which is based on the Kullback-Leibler (KL) divergence:

DRA(p, q) = [DKL(p ‖ q)−1 +DKL(q ‖ p)−1]−1 (2.1)

with

DKL =
∑
x

p(x) log(
p(x)

q(x)
), (2.2)

representing the difference between the two probability distributions p(x) and q(x). In this
case, the two distributions are the combined set of histograms extracted from the local binary
patterns in the different regions of interests on either side of the face. The Resistor-Average dis-
tance is used to address the problem of the missing symmetry property of the Kullback-Leibler
divergence. These symmetry measures based on the Resistor-Average distance are finally fed
into a classifier such as a SVM (Support Vector Machine) to map them to a House-Brackmann
grade.

2.3 Dual Image Analysis

The methods presented in this section rely on two images to evaluate the condition of the patient.
One image shows the patient’s face at rest, while the other one shows the apex frame, that is, the
maximum response of the muscles responsible for the corresponding facial expression.

2.3.1 Maximal Static Response Assay

In the Maximal Static Response Assay (MSRA) [28], a video of the patient is recorded. From
this video, two frames are selected which correspond to the face at rest and its maximal response.
After digitization, these frames are then used to manually locate the centers of the facial mark-
ers. From these information, distances can be calculated manually, corresponding to the facial
asymmetry.

14



Figure 2.1: The projected Moire pattern on a patient [32].

2.3.2 Moiré Method

An approach using Moiré patterns has been presented by Yuen et al [32]. The Moiré method is
used to project a black-white striped pattern (Figure 2.1) onto the patients face. Three indices
indicate the progress of facial palsy:

• Inner canthus moiré index (IMI): Difference between right and left number of bending
moiré stripes, performed between the inner canthus and the forehead

• Oral angle moiré index (OMI): Difference between right and left number of moiré stripes
from the sub-nasal point to the mouth corner

• Nasolabial groove moiré index (NMI): Number of bending moiré patterns in the nasolabial
groove

In their paper, they point out that these three indices correlate with the House-Brackmann
scale concerning the degree of facial palsy progress, and can be used instead of subjective grad-
ing. This method uses a single still image to automate a subjective grading scheme based on
the Moiré stripes. It does not use any temporal information such as magnitude or direction of
change. Healthy subjects result in an NMI above 90 percent and OMI and IMI close to zero,
while pathological cases have an OMI up to 18 percent [32].

2.4 Tracking

The methods in this section use tracking methods which are partly described in Chapter 3. In-
stead of merely analyzing two pre-selected images, the complete video of a patient is evaluated.
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Figure 2.2: Tracking facial features with sparse optical flow [62].

2.4.1 Optical Flow

Park et al. [46] presented an approach of analyzing facial palsy in an uncontrolled environments
such as casual home web-cams with resolutions down to 640×480. The patient does not have to
be in a controlled environment, but can be at home using its own web-cam. Bi-literal lip points
are tracked using Lucas Kanade (Section 3.1.3) point tracking, eventually creating a trajectory
plot of these points. White balance correction and transformation into HSV space is used to limit
the influence of environmental lightning conditions. Lips are then segmented by finding color
space centroids using fuzzy C-means and region growing in HSV space. Since no Gaussian
model is used to consider changes in lighting conditions, the robustness against such factors
are very poor, which would have been important in the considered environment. The method
achieves a mean and standard deviation of 5.4 ± 8.89 pixels over all evaluated frames for a
7× 7 search window on 320× 240 images and 1.86± 2.63 pixels for a 14× 14 search window,
representing the minimum error for the given setup between automatic tracking and the ground
truth.

Automated Facial Analysis (AFA) [35] is a combination of different optical flow based meth-
ods to detect and classify facial expressions into so called Action Units (AU). The facial feature
tracking part, which uses sparse optical flow tracking [39], has been used to track facial feature
points without facial markers (Figure 2.2). The study in [62] which compares the manually
operated MSRA [28] with AFA, determined a high correlation between these methods, with the
advantage of no manual intervention during tracking. To allow a certain pose change of the head,
affine or perspective transformations are introduced to reverse changes resulting from different
head pose. Pyramidal sparse optical flow tracking [7] is used to track the points according to
different scales, using simple Gaussian pyramids and coarse-to-fine tracking. In their experi-
ments 18 points have been examined. They can be subdivided into 9 blue markers, 7 anatomical
landmarks and 2 calibration dots used for scaling. 16 points are manually marked in the first
frame and tracked using AFA over the subsequently arriving 75 frames in average. Since there
are no explanations on data associations, the markers are unlabeled and prone to interfere when
markers join and disconnect, especially in the mouth region. On the other hand, occlusions are
handled implicitly by the chosen sparse tracking method. Another problem of not using fixed
landmarks is the error induced by tracking not always the same facial features among different
sessions of the same patient.
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Grade Description
I Normal symmetrical function in all areas
II Slight weakness noticeable only on close inspection
III Obvious weakness, but not disfiguring
IV Obvious disfiguring weakness
V Motion barely perceptible
VI No movement, loss of tone, no contracture or spasm

Table 2.1: House-Brackmann grading scale [26].

2.4.2 Active Appearance Models

A different approach uses Active Appearance Models (AAM) to model the appearance changes
of facial features during movement of the mouth region. Instead of tracking the positions directly
and using them for clinical diagnosis, the difference of movement between the left and right
corner of the mouth are computed. Based on this difference a classification is given using a
fixed scale. The scale is then mapped to the grades I to V I of the House-Brackmann grading
scale (Table 2.1). The AAM are used to track the corner points of the mouth. To evaluate the
proposed system, five healthy subjects with normal and smiling expressions are used and their
smiles were synthesized by creating different levels of asymmetrical interpolation corresponding
to the levels I to V I of the House-Brackmann grading scale. These images are then put into the
corresponding House-Brackmann grading classes manually for comparison [15]. The major
disadvantage of the approach is that the clinical assessment is limited to the evaluation of the
mouth region, although other facial regions are also necessary to give a full statement of the
progress [61]. Additionally, evaluation is based only on synthetically modified images to create
pathological cases out of normal subjects, instead of using pathological data.

2.4.3 Gabor Jets

In an approach described by Zhu et al. [69], 28 facial features are automatically detected and tracked.
These features and their corresponding vicinity are represented by a vector of the convolution results of
60 Gabor kernels. The feature vector describing each facial feature is used both for initial feature de-
tection and for tracking. Initially, face, eyes and mouth are detected using an AdaBoost face detector
and a trained facial mesh which is extracted from the mean face is used to compute a first approximation
of the facial features. The mean face has been extracted from a set of frontal faces of different people,
however it is neither mentioned how many nor under which conditions. In a second step of detection, the
Gabor jets of the approximated positions are extracted and searched in a training set of Gabor vectors of
different expressions, conditions and individuals. This step is repeated until convergence and completes
the detection step. For tracking, Kalman filtering (Section 4.3) is employed, which prediction step con-
sists of searching for the vector in a local search region using a Gabor phase estimation technique. The
displacement vector d is estimated by performing a second-order Taylor expansion of cos(φj− φ́j−dkj)
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around the the parameters J(x) =
{
mje

iφj
}
j=1:n

and J(y) =
{
ḿje

iφ́j
}
j=1:n

:

S(J(x), J(y)) ≈
∑
jmjḿj [1− 0.5(φj − φ́j − dkj)2]√∑
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2
j

∑
j ḿ

2
j

, (2.3)

where kj is the wave vector of each Gabor kernel, ḿj and mj is the corresponding scale parameter, and
φ́j and φj is the corresponding orientation parameter [69]. The facial feature vector is updated using
the Gabor vectors of the new position to deal with illumination changes over time. Because this induces
drift, the positions are corrected using neighborhood search in a different training set incorporating not
only frontal faces but also different face orientations. To correct the facial pose, it is first estimated by
adapting a generic 3D model to the individual 3D model using 7 rigid points that do not change much
under facial expressions. The pose-eliminated 2D points of the facial features are then constrained using a
PCA-learned shape model. Although a complete system is presented, the facial shape mesh is unsuitable
for clinical conditions because no pathological cases are modeled. Additionally, the effort is very high to
collect data in advance and create the necessary models. On the contrary, a complete system is presented,
which is highly robust by reaching an average error of 1.89± 0.89 pixels.

2.4.4 Mean Shift
An approach using Mean Shift 3.3.1 has been presented by Barker et al. [4]. Seven markers with four
being around the mouth, one on the chin, one on the rhinion and one between the eyes are tracked
using Mean Shift. The first frame is used to provide manually l × l sized appearance templates. The
corresponding region of interest (ROI) of the tracker is then defined as l+ ∆× l+ ∆, where ∆ describes
additional size. The luminance of each pixel in the ROI is calculated and a threshold is applied to convert
the ROI into a black and white mask for which the center of mass is calculated using Mean Shift. Because
this threshold is found empirically to match the appearance of the marker it is prone to fail. Because these
failures are expected to happen by the authors, a confidence measure based on a pixel ratio towards the
marker appearance is used to determine tracker break down. After such failures have been detected a
Gaussian collocation model (Equation 2.4) is used to estimate the position of missing marker xtm at time
t from the known marker positions xtp at time t:

xtm = −P−1
mmPmp(xtp − µp) + µm, (2.4)

where the inverse covariance matrix P is reordered according to the coprecision of missing locations with
missing locations Pmm and missing locations with present locations Pmp. The mean vector is divided
into missing µm and present µp as well. Although this approach seems to fail very often, it still performs
robustly using the presented collocation model. However, as results indicate, the performance is highly
dependent on the chosen training window of the statistical collocation model. It performs best when an
online model is used which considers the last 20 frames of all locations being known.

2.4.5 Optical Strain Maps
Instead of tracking single points, dense optical flow methods in combination with strain maps [55] can
be used to describe the movement of the underlying facial muscles. Based on existing dense optical flow
information represented by a vector [p, q]T , optical strain vectors [u, v]T can be computed by defining the
interval between subsequent frames ∆t from the existing optical flow vectors:

∂u

∂x
=
∂p

∂x
∆t,

∂u

∂y
=
∂p

∂y
∆t,

∂v

∂x
=
∂q

∂x
∆t,

∂v

∂y
=
∂q

∂y
∆t (2.5)
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Figure 2.3: Optical Strain Map of smile expression [55].

These strain values are finally summed up and fed into an expression localizing algorithm which
subdivides the video into several apex frames by analyzing the provided strain magnitude. These frames
are then used to calculate the final strain maps, representing the amount of deformation due to muscular
contraction (Figure 2.3). The available strain maps can be compared with earlier data, allowing to grasp
changes in muscular movement after surgery. Although a dense information is given about the muscular
movement, the disadvantage of the provided method is the high dependency on robust and accurate optical
flow data, which is difficult to compute in the highly homogeneous regions of the face.

2.4.6 Facial Contour Extraction
Instead of tracking or extracting points, contours can also be used to quantitatively evaluate the state
of facial palsy. Facial feature contours can be extracted by applying dynamic thresholding and center
of gravity extraction to locate the eyes. Color spaces like YIQ (Luminance, In-Phase and Quadrature)
or HSV can be used to robustly extract these features without being influenced by changing perceptive
chromaticity. Godlove Differencing [58] is used to extract the contours of eyes after locating them, while
lips are extracted using a linear transformation resulting in control points which will be used in spline
interpolation to have the final lip contour (Figure 2.4). Finally, different ratios are calculated which define
the index of facial palsy progress. Although the method is able to differentiate between pathological and
non-pathological cases, not all medically relevant facial regions are considered e.g. nose. No evaluation
is given concerning the correlation with the subjective grading scales. This method has been extended to
3D [52] by using a stereo vision camera. The images are distorted using a circular calibration image.

Based on the sum of the differences between the rest and apex frame on either side of the face are
computed and used to determine a facial palsy score based on single scores from cheek, mouth and
eye [52]. In this 3D approach, only healthy persons have been studied and the system was not adapted
to their 3D extension. Additionally, scars and other disturbing facial objects might prevent the successful
detection of the contour.

2.5 Marker-based Localization
Apart from classical systems where markers of different colors are used e.g. white [27], other markers are
coated with retro-reflective material to reflect the impacting light back to its source. With this approach,
localization of markers becomes easier due to greater contrast with the rest of the facial background.
Additionally, it cannot be confused with existing facial structures such as moles or acne. In these cases,
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Figure 2.4: Stereo images showing facial feature points [52].

Figure 2.5: Registered facial surface and its asymmetry plot [47].

simple thresholding methods can be used to segment the markers from the rest of the face. The diameter
of facial markers can vary from between 2 to 6 mm. Using a different space in the light range, such as
infra-red, the possibly noisy or cluttered background around the marker locations can be ignored com-
pletely. Additional types of markers even emit a detectable signal for them [47]. Still, in the literature, no
automated handling for occlusions is presented for these systems. In case of semi-automatic correction of
missing markers, another footage using visible light has to be utilized to allow manually tagging missing
markers in case of error or occlusions.

2.6 Marker-free Localization

In contrast to landmark based systems, the facial surface is completely registered and allows more detailed
analysis of muscular movement over time. Because neither single facial features nor landmarks are
tracked, the reproducibility of feature selection or standard deviation concerning landmark placements
are not an issue. In addition to trajectory evaluation methods, asymmetry information can be computed
by comparing the surface profiles and their curvature properties (Figure 2.5). The major disadvantage is
the high computational cost concerning registration and subsequent rendering of the data [47].
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Figure 2.6: Calibration device with calibration points [61]. (Courtesy of VMU)

2.7 Marker-based Diagnosis with Manual Localization
Another clinically relevant approach has been introduced by Frey et al. [61] and is currently used for
evaluation facial palsy progress at the Vienna Medical University (VMU). This section describes each
step of this workflow in chronological order.

2.7.1 Patient Adjustment
The setup for evaluation consists of a device which uses two mirrors on either side of the patient (Fig-
ure 2.6), to generate virtual cameras which have the same intrinsic properties than the camera used for
recording. This allows generating different views of the patients face without having to compute the
relations between three proper cameras. Before calibration, the patient’s chair is adjusted properly to
accommodate his height and facial location. Afterwards the patient is removed from the scene and the
calibration device is used to calibrate the camera.

2.7.2 Calibration
The Software Pinnacle Studio R© is used for calibrating the camera by requiring the selection of calibration
points. The yellow calibration points on the calibration device in between the mirrors (Figure 2.6) have
a diameter of 1.8 millimeters. Subsequently, the intrinsic and extrinsic camera parameters are computed
using the correspondences between the two virtual cameras and the proper camera.

2.7.3 Marker Placement
Two types of markers are distinguished. Three reference markers are used to identify the other type of
markers across several sessions over time on the same patient. The position is determined using a clinical
nose measurement device. The reference markers consist of yellow dots of 3 to 5 millimeters diameter.
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Figure 2.7: Patient performing ’smile-while-showing-teeth’ expression. (Courtesy of VMU)

The second type of markers is used for medical diagnosis and of different color. They can be of any
color, although black or brown markers seem to be preferred. The markers are drawn based on a medical
scheme which reflects the condition of the patient. Each position has its own named identifier. The size
of each marker is given by the pen used for drawing. In case of possible occlusion and the mouth corner,
bigger markers or even lines are drawn to ensure correct crossing points with important facial features
such as corner of the mouth or eyebrows. Markers on the mouth corner are drawn while the mouth is
open. The markers below and above the eye are determined by using the line upright through the patient’s
pupil. Due to facial movement, the preferred method is that markers should be drawn instead of pasted,
however, the smaller the pasted marker gets, the less this will become and issue.

2.7.4 Record Video

The evaluation video is recorded at a resolution of 720× 576 pixels. Subsequently, the patient is asked to
do a set of ten mimic actions, for example raising the eyebrows or smiling while showing the teeth (Fig-
ure 2.7). Each of these actions is repeated three times to allow selection of the best sequence for each
mimic action. It is important for the patient to behave not too fast or too slow, on the one side to avoid
motion blur and on the other side to prevent additional time to analyze the frames. The patients mimic
action usually starts with a point at rest with total muscle relaxation. The action then rises to a plateau
of maximal muscle tension and then falls back to relaxation. In addition to video information, a micro-
phone is used to record audio information as well. The patient is asked to say both his name and address,
although this vocal audio information is neither technically nor medically evaluated.

2.7.5 Static Photos

In addition to the movie, static photos are made for each mimic action of both rest and maximal tension.
This is basically to support the analysis process, but no real requirement.
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2.7.6 Localization
The resulting video footage is now tagged manually using custom software. Using the mouse, an operator
has to click on every marker in every frame. however The manual positioning causes a variance of the
locations from 2 millimeters up to 1 centimeter over one video. During tagging, manual point selection
is based on four times enlarged sub-frames which allow positioning the centroid point of the marker or
calibration points. Although the software offers automatic tagging of the next 5 frames, it is rarely used
because of its high error rate. For one mimic action, 1 to 2 hours of work is required in total for tagging
each frame. To reduce the amount of frames during low facial movement i.e. in case of plateau frames,
only every 3rd frame needs to be tagged.

2.7.7 3D Reconstruction
3D Reconstruction is based on the manually localized calibration points of the different views. As these
mirror views actually form a set of equal cameras in terms of intrinsic properties, only the extrinsic
parameters, i.e, the parameters necessary to map the their relative 3D transformations to each other,
need to be determined [42]. The calibration points which are manually selected in the mirror views
of the calibration device allows inferring the necessary transformation matrix to relate these points and
reconstruct them in 3D [61].

2.7.8 Evaluation
The evaluation workflow usually starts with selecting the date of the video session, then the facial ex-
pression and finally the type of visualization, which could be a 2D, a 3D plot or a specific medical chart.
Concerning medical relevance, the closure of eye and smile is most important to determine the facial
palsy progress. The provided visualizations and metrics could be - among others - comparison plots
of left and right side or trajectories of single points. The L2 norm is used instead of the the geodesic
distance, because after surgery the muscle surface and volume would change in a way that the geodesic
distances are no more comparable. The most important metric is the static asymmetry which is computed
temporally between the facial rest and its maximum tone on both sides. Spatially, the static asymmetry
is computed from the left and right distances between each tragus - which is the small cartilage which is
located within the ear conch, right before the the auditory canal - and the corresponding mouth point. For
two selected markers, comparison graphs can be created which compare time vs. expressive amplitude
from either side of the face.
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CHAPTER 3
Building Blocks for Object Tracking

In Computer Vision, tracking is the process of following one or many objects by incorporating infor-
mation from the past. In contrast to mere object detection, which is about recognizing the object in the
image. Tracking deals with the selection of a model to represent the object and the search for its best
match within the image. Tracking methods utilize image features and motion information to estimate the
position of a target in the next frame xt+1 based on the location in the current frame xt. Object tracking
consists of two not necessarily distinct components. At first, the targets must be located (manually or au-
tomatically) and represented accordingly, which is highly dependent on the specific field of application.
This is often modeled as a bottom-up process, meaning that no predicate knowledge about the image is
necessary. Only low-level features, such as image intensity or gradients are considered and used to form
high-level object models. As a second step, filtering and data association processes are required to deal
with the dynamical aspects of the tracking process by evaluating different possible hypotheses concerning
the object’s properties. In contrast to the first step, this is mostly modeled as top-down approach, hav-
ing additional prior information, such as motion, available [13]. A taxonomy [67] of the state-of-the-art
tracking methods is depicted in Figure 3.1. In general, tracking can be subdivided into kernel tracking,
silhouette tracking and point tracking methods. This thesis focuses on kernel tracking methods such as
Monte Carlo tracking (Section 3.3.2) and Mean Shift (Section 3.3.1). As baseline approach, a point track-
ing method has been selected which is described in detail in Section 3.3.1. This chapter gives an outline
on the evaluated tracking methods and their main theoretical methods they are based upon. Starting with
the features (Section 3.1) which can be considered for tracking, the chapter continues with briefly de-
scribing the most important methods of appearance representation (Section 3.2). Subsequently, different
methods of localization are described and how they deal with the associated tracking problems (Sec-
tion 3.3). Their advantages and shortcomings are discussed as well, comprising a thorough overview of
methods used during the experiments and related methods of importance.

3.1 Features
The performance of the tracking scheme largely depends on the quality of the selected low-level fea-
tures. This section is intended to outline the features used for representing the model of the tracked
objects (Subsection 3.1.1 and Subsection 3.1.2). Additionally, this section explains the theory behind
estimating motion between two successive frames (Subsection 3.1.3), to establish the background for the
deterministic component used in the evaluated tracking schemes.
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Figure 3.1: A taxonomy of object tracking methods [67].

3.1.1 Color
Different representations of color exist. Their difference is mainly experienced in the possibility of hu-
man perception and the effect of changes in the environment without changing the emitted color of the
object [41, pp. 32-33]. This subsection is intended to give on overview about the used color spaces.

RGB

The RGB color space uses a 3D Cartesian coordinate system to encode color. Its base vectors represent
the colors Red, Green and Blue. All other colors are mixture values in the given coordinate system, where
[0, 0, 0] represents black and [1, 1, 1] represents white. The main diagonal with equal values on all 3 axis
represent different shades of grey. [41, pp 35-36]

HSV

The HSV color space is a non-linear transform from RGB. Instead of a Cartesian coordinate system,a
cylindrical coordinate system is employed. The angle around the base of the cylinder represents the Hue
value, the distance from the center represents the Saturation and the distance from the bottom of the
cylinder represents the Value. In this case, black is represented by anything with a Value of 0. White is
represented by anything with a Value of 1. HSV is used when lighting changes can change the perceived
color, although the emitted color information stays the same. By suppressing the Value channel, the
emitted color can be preserved [41, pp. 37-39].

YCbCr

The YCbCr color system is linear and provides separation of luminance and chrominance information.
This makes it suitable to segment a facial region from its non-facial background. Y represents the lumi-
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nance component and Cb and Cr represent the blue-difference and red-difference components of chroma,
respectively. Instead of representing an absolute color value, its value information is relative to the orig-
inal RGB signal. The color system can be modeled as an affine transformed box with one corner of the
box being black (lowest value of Y ) and the opposite corner being white (highest value of Y ) [41, pp.
36-37].

3.1.2 Local Binary Patterns
Descriptors such as Local Binary Patterns (LBP) [44] are used to describe the local texture of an image.
LBP encode the textural properties of each neighborhood in the image. The operator LBP riu2

P,R is able to
encode Grey level information at different values of P , which describes the quantization of the angular
space, and R which defines the radius around the center pixel. It is invariant to Grey-scale changes and,
using an extension of the operator, invariant to rotations. The operator is based on the joint distribution
of Grey values around a center pixel gc:

T = t(gc, g0, ..., gP−1). (3.1)

For invariance to changes in Grey-scale, the center pixel is subtracted without losing any information:

T = t(gc, g0 − gc, ..., gP−1 − gc). (3.2)

It is assumed that the resulting distribution of differences are independent of gc itself, which results in the
following factorization of the distribution:

T ≈ t(gc)t(g0 − gc, ..., gP−1 − gc). (3.3)

This results in a small loss of information. However, as it is necessary to achieve the invariance because
t(gc) describes the overall luminance of the image, this does not provide useful information about the
texture, so it will be set to 1 instead. An additional step is to consider only the signs of the differences
instead of their values:

T ≈ t(Θ(g0 − gc), ...,Θ(gP−1 − gc)), (3.4)

where Θ is the Heaviside function. The final LBP value at the given position is then computed by
assigning a binomial factor 2p to each sign difference Θ(gp − gc). Hence, the resulting operator value is
then computed by:

LBPP,R =

P−1∑
p=0

Θ(gp − gc)2p. (3.5)

Originally, only the 8-neighborhood around each center pixel has been considered. However, due to its
limited spatial support it has been extended very early to support different radii and neighborhood sizes.
Figure 3.2 compares the original LBP approach with the extended approach which uses interpolation.
While in the original LBP approach (Figure 3.2 left), only the values of the 8-neighborhood (white cir-
cles) around the center pixel (black circle) are considered, the extended approach (Figure 3.2 right) allows
positioning values of interest (white circles) at different radii around the center pixel (black circle). Each
Gray value (gray circle) is retrieved by interpolating its four neighboring pixels (gray background). The
values are indexed counter-clockwise, starting with the right-most value. The angular coordinate system
around the center pixel at [0, 0] is defined by −R sin(2πp/P ) and −R cos(2πp/P ). Interpolation meth-
ods such as bicubic interpolation are necessary to compute the Grey values at the corresponding circular
points around the center. Because rotation of signs of the circular neighborhood points will result in
different LBP result values, rotation invariance can only be achieved if the most-significant bits of the
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Figure 3.2: Comparison of original LBP8;1 with extended LBP8;1.

encoded LBP value do not change. Rotation-invariance can be achieved if the following extension is
applied:

LBP riP ;R = min {ROR(LBPP ;R, i) | i = 0, 1, ..., P − 1} , (3.6)

where ROR(x, i) shifts the P -bit number x circular bit-wise to the right i times. In this case, the result-
ing number will always have the same value, regardless of the rotation. If Grey-scale invariance is not
required and also the contrast should be incorporated, the rotation invariance measure of local variance:

V ARLBPP,R =
1

P

P−1∑
p=0

(gp − µ)2, (3.7)

where µ is defined as 1/P
∑P−1
p=0 gp, can be used to encode the variance of the pixels in the neighborhood

to describe the statistical properties of the contrast. By combining the output of the LBP operators with
different values of P and R, a multi-resolution approach can be implemented elegantly. The problem
of small spatial support area is solved by multi resolution LBPs, which are also able to incorporate of
Gaussian pyramids. Usually, the output is encoded as LBP occurrence histogram, however, to encode the
spatial information of the LBP as well, an LBP image can be created [45]. LBP-based textual information
has been used successfully in different tracking approaches, especially for face tracking [51].

3.1.3 Optical Flow
Optical flow is the measure for temporal or spatial motion. While initial methods only considered differ-
ence methods or correlation, recent methods are based on optimization methods of the image’s gradient
vector field. Computing optical flow is not limited to Grey values, but can also be computed from other
features, such as SIFT [37] or Wavelets [65].

In its simplest form, a template image I(x), is shifted over a second baseline image I0(x), where the
template image is usually smaller than the baseline image. To find its displacement vector u = [u, v],
the solution to this problem can be expressed as least-squares equation, the sum of squared differences
(SSD):

ESSD(u) =
∑
i

[I(xi + u)− I0(xi)]
2, (3.8)

with i being the corresponding index within the images I and I0. In case of temporal instead of spatial
movement, the problem will increase in complexity, since there is not one single displacement vector,
but the displacement vector u = (u, v) will become the location-dependent displacement vector u(x) =
(u(x), v(x)) which results in a location dependent energy function:

EOF (ui) =
∑
i

[It(xi + u(x)i)− It+1(xi)]
2. (3.9)
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I0(x)I(x)

I(x) - I0(x)

h

Figure 3.3: Registration of two images.

In this case, the error is not minimized spatially between one template image and one candidate image,
but two images with the same size but different temporal locations.

In general, motion induces intensity changes. Exceptions are given for example in case of a rotating
sphere with a homogeneous surface. In this case, the perceived optical flow is zero although the sphere
is obviously in motion. The other way round, not all intensity changes can be traced back to motion, but
also to changes in illumination or noise. Despite this issue, it is assumed that the intensity or brightness of
one pixel does not change when moving from one frame to the next, which is expressed by the brightness
constancy constraint [25]:

I(x, t+ 1) = I(x− u, t). (3.10)

By forming a first-order Taylor-Expansion of Equation (3.10), the general optical flow constraint:

[Ix Iy]uT + It = 0 (3.11)

assumes that the gradients in both directions, displaced by the optical flow vector u = [u v] and the
temporal direction, sum up to zero. Basically, it can be differentiated between between local and global
methods. In addition, combined methods generate a dense optical flow field using robust techniques
derived from local methods, eventually trying to combine the best of both worlds.

Local Optical Flow Estimation

The local optical flow approach assumes that the optical flow within a windowed neighborhood is con-
stant. The original approach has been introduced by Lucas et al. in 1981 [39] and was initially proposed
for registration of stereo images. The algorithm is based on a spatial image-gradient.

The problem of aligning two images is solved by minimizing the corresponding pixel intensity dif-
ferences. This is accomplished by applying a distance measure such as the L2 norm.

Based on the brightness constancy constraint in Equation 3.10, the image is displaced by a certain
amount u = [u v] between the two points in time t to t + 1. Figure 3.3 depicts an one-dimensional
example. The function I0(x) is shifted by the amount of the displacement vector h towards the function
I(x). Using this geometrical relations and the known values of I0(x) and I(x), the displacement vector
h can be computed by:

I(x+ h) = I(x) + hI ′(x), (3.12)

where I ′(x) is the first-order derivative of I(x). Minimizing the displacement h with respect to
Equation 3.12 will lead to the derivation of the energy function:

∂E

∂h
=

∂

∂h

∑
x

[I(x) + hI ′(x)− I0(x)]2 (3.13)
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Data: images I(x),I0(x),I ′(x)
Result: displacement vector h

1 h0 = 0;
2 k = 0;
3 ε =∞;
4 while ε > εmin and k < kmax do
5 hk+1 = hk + (

∑
xw(x)I ′(x+ hk)[I0(x)− I(x+ hk)])/(

∑
xw(x)I ′(x+ hk)

2);
6 ε = |I0(x)− I(x+ hk)|;
7 k = k + 1;
8 end

Algorithm 3.1: Local Optical Flow Computation [39].

∂E

∂h
=
∑
x

2 ∗ I ′(x)[I(x) + hI ′(x)− I0(x)] (3.14)

Reformulating Equation 3.14 will will lead to an iterative formula to compute the value of h itera-
tively:

h =

∑
x
I ′(x)[I0(x)− I(x)]∑

x
I ′(x)2

. (3.15)

The naive approach of shifting the displacement vector h across the image leads to a complexity of
O(m2n2) for an image having an area of m ∗ n. To decrease this computational effort, the displacement
vector can be computed iteratively starting from an initial vector h0 (Algorithm 3.1). The weight vector
w(x) is given by 1/(I ′0(x) − I ′(x)). In every step, its difference to the value of I0(x) is computed. The
algorithm will stop after a minimum convergence threshold εmin or a maximum amount of iterations
kmax has been reached.

Considering the discrete image space, the iterative update can be implemented by replacing the dif-
ferentiation operator using e.g. forward differencing:

I ′(x) ≈ I(x+ ∆x)− I(x)

∆x
. (3.16)

This method can be extended to an affine registration problem by enhancing the displacement vector
with a deformation matrix. Although this would increase the flexibility of the model, it is encouraged
to use this method only to correct the tracking process between the first and the current frame and use
the simpler translational model for inter-frame tracking [54]. Another extension to the local optical flow
estimation algorithm concerns the use of multi-resolution images to tackle the problem of features at
different scales. The displacement vector is computed initially at the highest pyramidal level Lm and
propagated upwards until level L0. This is done by integrating over the error function E with a constant
search window (2ωx + 1) × (2ωy + 1) for all pyramidal levels [7]. Because in the initial contribution,
only gray-level changes are considered, this method can also be extended to incorporate all available
color channels. The implication of this change is that a multiple times more constraints are available for
solving the optical flow constraint in the search window, i.e. one set of constraints per color channel [1].
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Figure 3.4: Different error functions Ψ(x).

Global Optical Flow Estimation

One major disadvantage of estimating optical flow only in a local window is that homogeneous regions,
that means regions which have similar color, have inappropriate conditions towards the set of equations
from which the local optical flow vector [u v]T should be estimated. A solution to this problem is given
by a different approach, which tries to compute the optical flow field for the whole image instead of
considering only local neighborhoods. Mathematically, a second constraint s(u), the smoothness term is
necessary to determine a unique motion field:

s(u) = (
∂u

∂x
)2 + (

∂u

∂y
)2 + (

∂v

∂x
)2 + (

∂v

∂y
)2, (3.17)

which is the magnitude of the gradient of the optical flow velocity in both x and y direction. While
local methods allow neighboring optical flow vectors to possibly contradict each other, this smoothness
constraint allows adjacent vectors to differ only to a certain degree. The error functional:

E(u, v) =

∫ ∫
Ψ(αs([u v]T )) + Ixu+ Iyv + It)dxdy, (3.18)

combines the smoothness term s(u) with the data term given by Equation 3.11. The value of α
determines the influence of the smoothness term. To minimize this error function incrementally, discrete
approximations for the Laplacian and partial derivatives must be given. The partial derivatives in x,y, and
t direction are estimated by averaging over the first four differences over neighboring pixels in the cube
representing the image sequence. The discretization for the Laplacian is given by a discrete Laplacian
filter mask. The iterative Gauss-Seidel method is used to solve the error functional [25]. If a quadratic
error function such as Ψ(x) = x2 is used, the proposed function is not robust against potential outliers.
In order to address this problem, other robust error functionals replace the quadratic penalizer. Figure 3.4
depicts different error functions which can be used for optical flow estimation. The L1 norm would be a
robust alternative, however, because the corresponding Euler-Lagrange derivation is non-trivial, a robust
approximation to the L1 penalizer is given by Ψ(x) =

√
x2 + ε2 [9].

31



Combined Local and Global Optical Flow Estimation

Combined local and global methods try to estimate a dense motion field while at the same time use the
data term from local methods. This has the advantage of computing a dense motion field while being
robust to noise at the same time [10]. The combined functional can be described by:

ECLG(u, v) =

∫ ∫
(
[
u v 1

]
Kρ ∗ (∇3I∇3I

T )

 u
v
1

+ α|∇w|2)dxdy. (3.19)

The standard deviation ρ of the integration kernel Kρ serves as integration scale and defines the
influence of the neighborhood. The larger the value of ρ > 0 the more is the method robust against noise.
The vector ∇3I holds the partial derivatives in x,y and t direction. In homogeneous regions, no local
information can be computed because the corresponding eigenvalue matrix:(

Kρ ∗ (I2
x) Kρ ∗ (IxIy)

Kρ ∗ (IxIy) Kρ ∗ (I2
y )

)(
u
v

)
=

(
−Kρ ∗ (IxIt)
−Kρ ∗ (IyIt)

)
(3.20)

is not invertible. However, the combined approach is now able to fill in optical flow information using
the smoothness term. A multi-grid approach can further improve the accuracy of the presented method.
This approach computes the optical flow field at the coarsest level and refines it iteratively through finer
levels. At each level l < lmax, a residual error rh = Ih −Ahx̃h is computed, where h is the current grid
size, Ih is defined as 1/α(Kρ ∗ IxIt,K ∗ ρ ∗ IyIt) and x̃h is the concatenated vector

[
uh vh

]T
. This

residual error is corrected at level l + 1 to make the algorithm more efficient. The matrix Ah defines the
corresponding entries of the previous recursive estimation step [10].

3.2 Appearance Representation
The appearance representation defines how the selected features are arranged to form a model of the
tracked object. Usually, even if multiple similar objects should be tracked, the selected representation
concerning each target’s appearance may be specific to a single object and does not generalize to all
objects of the same kind. The appearance representation is also associated with a metric which determines
the score or likelihood of a candidate matching the original model.

3.2.1 Template
One way to represent the appearance of the target is using a template (Figure 3.5a) which encodes the
pixels’ intensities together with their positions in the target area. A score function is used to evaluate
each image position for its match with the extracted template. An example for a score function is the sum
of squared differences (SSD) error already presented in section 3.1.3, which is a L2 distance based error
metric:

d(x) =
∑
u∈IT

(I(W (u,x))− IT (u))2, (3.21)

where W (u,x) describes a transformation function to map the coordinates of the template IT to the
coordinates of the candidate image I . Because both the squared image I(· · · )2 and and the squared
template IT (· · · )2 stay constant when expanding this error function, only the cross correlation term :

c(x) =
∑
u∈IT

(I(W (u,x))IT (u)) (3.22)
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influences the error function. One problem with the naive implementation of cross correlation is its
error-proneness to intensity changes. This means, instead of the naive cross correlation approach, the
normalized cross correlation is used:

1

|I| − 1

∑
u∈IT

(I(W (u,x)− I)(IT (u)− IT )

σIσIT
, (3.23)

where I and IT represent the mean images of the candidate and template region, respectively. Figure 3.5
shows an extracted template and the resulting cross correlation image. The center in Figure 3.5b shows
the maximum of the normalized cross correlation response image, which corresponds to the true location
of the marker. The red circles indicate all other maximal values of the correlation image based on the
normalized cross correlation function. In addition to a similarity function, a search strategy is necessary.
Apart from a correlation-based search strategy - which could be either global or local -, gradient-based
strategies exist [39]. One major disadvantage of templates is their sensitivity to noise and out-of-plane
rotations. Additionally occlusions might result in an immediate decline of the associated score function.
On the other hand, templates are easy to implement and fast to compute, which can be advantageous in
environments with lots of similar objects which appearance hardly changes [41, pp. 76-78].

3.2.2 Histogram
A histogram is a discrete estimate of the distribution of intensity values within an image region. The
advantage of a histogram is its invariance to scaling and rotation. Additionally, it is robust to partial
occlusions, reduces data and can be computed very efficiently. The reason for these properties is given by
the global information which is encoded in the histogram. Its major disadvantage is that it does not encode
any spatial information. Additionally, color histograms can be misled by changes in scene illumination,
out-of-plane rotations and by background clutter. The histogram is computed by encoding the pixel values
into a defined number of bins:

rk,j(x) = Ch

nh∑
i=1

κ(||x− wi
h

2

||)δ[b(Ik, wi)− j], (3.24)

where κ(· · · ) defines the kernel profile of bandwidth h and Ck is a normalization factor to ensure that
the histogram values add up to 1. The function b(Ik, wi) associates the pixel at position wi from image
Ik with a histogram bin. The function δ(.) ensures that only the bin j is selected. The set of pixels of

(a) Extracted Template and
Search Region

(b) Cross
Correlation Result

with Local
Maxima

Figure 3.5: Extraction of template and resulting correlation map. Images best seen in color.
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the kernel profile is defined by the set {wi}n
h

i=1. The kernel profile depends on the selected kernel. The
simplest kernel is the unit kernel, which is defined by:

κ(x) =

{
1 if ‖x‖ ≤ 1,

0 otherwise.

The unit kernel is a hyper-sphere with radius 1 around the origin. Other kernels are based on more
complex profiles such as the Epanechikov kernel:

κ(x) =

{
1− x if ‖x‖ ≤ 1,

0 else.
(3.25)

or the Gaussian kernel:

κ(x) = exp(−1

2
x) x ≥ 0. (3.26)

The Epanechikov kernel is special because it minimizes the mean integrated squared error although the
choice of the kernel is not that important compared to the selection of the bandwidth h [13]. Having the
histograms, the Bhattacharyya coefficient [6]:

ρ(r, rµ) =

Nb∑
j=1

√
rjrMj

, (3.27)

where rj and rMj are the corresponding candidate and model values of bin j, can be used to define a
distance measure to compare two histograms with the same number of bins Nb:

d(rk(x), rM) =
√

1− ρ[rk(x), rM], (3.28)

with rk(x) being the candidate histogram of image Ik at position x and rM being the model histogram.
In case of color images, a histogram can be encoded in different dimensions. Because histograms ba-
sically represent a probability distribution, the joint distribution of the three color channels of RGB or
HSV images has three dimensions and for example 8 × 8 × 8 bins. A different option is to marginalize
the joint distribution and concatenate the three separate distributions of each color channel to three one
dimensional histograms, each having 8 bins. The advantage of the joint histogram is the encoding of the
correlation among the three color channels, which is apparently lost when only marginal histograms are
considered. On the other hand, the marginalization allows the different channels to be weighted differ-
ently, which is important in cases where e.g. lighting changes might effect the Value channel of HSV
images.

3.3 Localization

Until now, the features have been defined and the representation of the model has been chosen. The next
step in a tracking scheme concerns defining the method of estimating the position in the current frame,
only given the position in the previous frame and a model of the corresponding object. The presented
methods additionally make use of the representation’s associated scoring method to rank candidates at
different positions according to their suitability to represent the target.
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3.3.1 Single Hypothesis Localization

Kalman Filter

As described in Section 4.3, the Kalman filter can also be used for target tracking. It provides an optimal
solution under the assumptions of linearity for both the system model and the observation model and the
necessity that the posterior distribution pt−1(xt−1|y1:t−1) is Gaussian distributed. As it will be explained
in Chapter 4, this distribution is part of the recursive Bayes tracking method and is able to predict a state
xt−1 by considering all the previous measurements y1:t−1 from time 1 to t− 1. If only linearity holds the
Kalman filter provides a reasonable solution if the underlying distribution can described fairly well by its
mean and variance [41, pp. 96-98].

KLT Tracking

A different approach of tracking uses a combination of feature points proposed by Shi et al. [54] with
local optical flow tracking as described in Section 3.1.3. Instead of a shape, the target is described by
a set of corner points. These corner points are initially selected by evaluating their robustness using the
gradient matrix G:

G =

x=px+ωx∑
x=px−ωx

y=py+ωy∑
y=py−ωy

[
I2
x(x, y) Ix(x, y)Iy(x, y, )

Ix(x, y)Iy(x, y) I2
y (x, y)

]
. (3.29)

The selection of the corner points is based on the properties of the corresponding eigenvalues of the
gradient matrix G in the corresponding search window (2ωx + 1) × (2ωy + 1). The eigenvalues λ1, λ2

of Matrix 3.29 identify the point as being in an corner, edge or homogeneous region. This means, based
on the eigenvalues, the quality of the pixel towards tracking can be expressed. Good feature points meet
the criteria:

min(λ1, λ2) > λ, (3.30)

where λ is a threshold for the noise level [54]. An earlier publication [22] describes the so called Harris
features. It also uses the eigenvalues λ1 and λ2 from the gradient matrix G (Equation 3.29) but applies a
different criteria to determine good feature points:

λ1λ2 − k(λ1 + λ2)2 > λ, (3.31)

with k being an empirically determined constant.
After selection of corner points in the desired ROI, the feature points are located in the next frame

t+ 1 by using the optical flow information from the previous frame at time t by simply applying the flow
vectors u and v at the current positions of the feature points.

If the shape is known a priori and enough feature points are located on the contour of the target, a
shape model can be fitted using RANSAC [17] or Least-Squares-based approaches [18]. Although KLT
tracking itself is not able to deal with occlusions, different strategies are possible to compensate for lost
features. Each feature is weighted by its consistency, which would be low for features compensated
during occlusion situations. Multiple non-interacting targets can be tracked by running multiple KLT
trackers in parallel, however if targets may interact or even pass by each other, trackers might confuse the
feature points, especially if a compensation strategy is used.

Mean Shift

Mean Shift originated from the field of kernel density estimation which is also known as Parzen window
technique. The major advantage of kernel density estimation is that it does not assume a specific form
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of distribution. Kernel density estimation is non-parametric technique, which means that there are no
parameters to describe the distribution. A continuous function is estimated from discrete observations of
the feature space. This way, the mode of a distribution can be found without knowing its shape. Mean
Shift is not limited to tracking but can be also applied to image segmentation or edge detection [11] as
well.

A set of N values
{
xi|xi ∈ Rd

}N
i=1

is used to estimate a d dimensional function f̂k:

f̂k(x) =
1

Nhd

N∑
i=1

K(
x− xi
h

), (3.32)

where the contribution of each value xi is given by a kernel function K(xi). The value h describes the
bandwidth of the kernel and is used for normalization of the search space.

The most interesting kernels for Mean Shift are the ones which are radially symmetric. This means
that the kernel K(x) can also be written as:

K(x) = ck,dκ(||x||2). (3.33)

The function κ(x) is now the profile of the kernel. The value ck,d is a d dimensional normalization
constant.

Using the profile notation and the derivative of Equation 3.32, the shadow kernel

g(x) = −κ′(x) = −dκ(x)

dx
(3.34)

describes the negative gradient of the kernel profile. This gradient is used to compute the mean shift
vector:

m(x) =

n∑
i=1

xig((||x− xi)/h||2))

n∑
i=1

g((||x− xi)/h||2)
− x. (3.35)

The new position is obtained by applying the mean shift vector to the current position x. Figure 3.6
shows an example of using Mean Shift in set of two dimensional data points. In every iteration, the mean
shift vector is estimated within the current kernel region represented by the black circle. The estimate of
the resulting distribution is used to find the location with the maximum density within the kernel window.
The algorithm will eventually converge to the region with the greatest density, which is in the center of
the example figure.

Figure 3.6: Mean Shift kernel and density estimation.
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Data: {q̂u}u=1:m,x̂t−1

Result: x̂t
1 Initialize location with x̂t−1 current frame;
2 Compute {p̂(x̂t−1)u}u=1:m;
3 Evaluate ρ [p̂(x̂t−1), q̂] =

∑m
u=1

√
p̂u(x̂t−1)q̂u;

4 while ||x̂t − x̂t−1|| > ε do
5 Derive weights according to wi =

∑m
u=1

√
q̂u/p̂u(x̂t−1)δ [b(yi)− u];

6 Find next location using 3.35;
7 Compute {p̂u(x̂t)}u=1:m;
8 Evaluate ρ [p̂(x̂t), q̂] =

∑m
u=1

√
p̂u(x̂t)q̂u;

9 while ρ [p̂(x̂t), q̂] < ρ [p̂(x̂t−1), q̂] do
10 x̂t = 0.5(x̂t−1 + x̂t);
11 end
12 end

Algorithm 3.2: Mean Shift algorithm [13].

In order to apply Mean Shift for tracking, a target model which is based on a histogram as described
in Section 3.2.2 is used. The histogram estimates a distribution of color values. In every iteration, the
target model q̂ = {q̂u}u=1:m, where m is the amount of bins, is compared with a candidate histogram
p̂(x) = {p̂(x̂t−1)u}u=1:m at position x. To compare a candidate model with the target model, the
Bhattarchyya coefficient (Equation 3.27) is used. Algorithm 3.2 describes one Mean Shift time step to
estimate the position at time t from the previous position at time t − 1. To ensure convergence, the
model is updated until the Bhattacharyya coefficient ρ [p̂(x̂t), q̂] is greater or equal than the coefficient
ρ [p̂(x̂t−1), q̂] of the previous frame. If this is not the case, an average of the position at t − 1 and t is
computed to prevent the estimate from being trapped in a local minimum.

Although Mean Shift tracking is computationally inexpensive, it uses only a single hypothesis to
describe the target distribution. As soon as multi-modal distributions in the form of clutter or other
targets occur, it may converge to the wrong location.

Several extensions to Mean Shift have been proposed. One approach incorporates SIFT [38] features
into the kernel density estimation algorithm [68]. The backprojected weights (Algorithm 3.2)

wi =

m∑
u=1

√
q̂u/p̂u(x̂t−1)δ [b(yi)− u] , (3.36)

are reweighted according to the SSD measurement of SIFT features in the ROI of the Mean Shift tracker.
This means that not only color information but also SIFT features are considered by creating correspon-
dences from one frame to the next. In addition, instead of the standard Epanechikov kernel, a Gaussian
kernel is used, which means that Mean Shift effectively changes into an Expectation-Maximization (EM)
algorithm. When compared with classical Mean Shift which uses only color histograms, the combined
approach that uses SIFT features as well, is able to reduce the error by 44 percent. However, since the
computation time for one frame consisting of only one target takes about 1 second, it is unsuitable for the
amount of targets required in the scenario used in this thesis.
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3.3.2 Multiple Hypothesis Localization
In contrast to single hypothesis methods, multiple hypothesis methods generate multiple hypothesis for
each frame. The usage of multiple hypothesis makes these algorithms robust against occlusions and clut-
ter. One popular method is the particle filter algorithm. As described in Chapter 4, every hypothesis - or
so called particle - is validated against the observed data given by images and features. The influence of
unlikely particles is lowered from frame to frame until they are eventually pruned. Despite their robust-
ness towards noise, clutter and occlusions, one major disadvantage of multiple hypothesis localization
(MHL) is their computational expensiveness. This is strongly related with the curse of dimensionality
as the number of samples required to exhaustively explore the state space grows exponentially with its
number of dimensions [41, pp. 98-99].
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CHAPTER 4
Non-Linear Bayesian Tracking

Different problems in science require investigation of the unknown state of a system that changes dynam-
ically. The state-space approach is able to model a dynamic system and to deal with multi-variate data.
The evolution of the system is modeled by differentiating between the hidden state and measurements
which arrive at discrete times. A state vector has all relevant information to describe the system under
investigation, which, in case of tracking, might just be the object’s position or second order variables
such as its kinematic properties. This chapter is intended to introduce the concepts around tracking meth-
ods relying on this state-space approach. It starts with explaining the methods around discrete Bayes
filters (Section 4.1) and describes how this approach can be extended to a continuous state space (Sec-
tion 4.2). This theory also is fundamental to subsequent sections, which deal with two popular instances
of Bayes filters. While the first one has certain restrictions to the probability distribution of the state
space (Section 4.3), the other one is able to deal with any posterior probability distribution. This non-
analytical approach (Section 4.4) does not rely on single hypothesis, but uses multiple hypothesis to
estimate a probability distribution of an object’s state vector. Because this approach is also based on
sampling, different techniques are discussed in this section as well. Throughout this chapter, the notation
p(. . . ) is used for a probability density and P (. . . ) is used for a probability function.

4.1 Hidden Markov Models

In case of discrete states, a Hidden Markov Model (HMM) can be employed, which describes a graph
where its vertices represent both system states and observations, and its edges represent probabilistic tran-
sitions among its vertices. Considering the example in Figure 4.1, the model consists of a set of discrete
hidden states xi ∈ {x1, ..., x6} and a set of observations yi ∈ {y1, ..., y4}. Every transition from one state
xi to another state (solid) and every transition from a state to an observation yi (dashed) is associated with
a probability P (yi|xi). This probability is used in conjunction with the Bayes-Theorem (Equation 4.1) to
compute probabilities along a path within a HMM. The Bayes theorem, which is named after his origina-
tor Thomas Bayes, started out as a solution towards inverse probability and deals with a set of theorems
treating probability as a result of partial trust towards an event, instead of the event’s frequency.

P (A|B) =
P (B|A)P (A)

P (B)
(4.1)
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Figure 4.1: Hidden Markov Model with discrete states.
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P(x2|x1) P(xt-1|x2) P(xt|xt-1)
P(x0)

Figure 4.2: Instance of Markov process.

Once an HMM is instantiated, a Markov process is created with a prior probability P (x0), emitting
a (noisy) observation at every time step 1, 2, ..., t− 1, t (Figure 4.2). The transitions from one state to the
next are modeled as conditional probability P (xt|xt−1). Additionally, the probability of the measurement
which is emitted by the state at time t is given by the conditional probability P (yt|xt). This conditional
probability is also called the likelihood of the observation to be emitted by the corresponding state.

4.2 Bayes Filter
Indeed, this distinction of observed measurements and unknown states applies to many problems in com-
puter vision, such as the problem of tracking objects. In this case, instead of a set of discrete states, a
continuous state-space has to be considered. The unknown state is often associated with location and
velocity of an object, while the observed information only consists of positional information potentially
being clutter. This means that the dimension of the measurements is usually lower than the state which is
estimated. Signal acquisition, such as camera calibration, and environmental influences, such as lighting
conditions, often perturb the measurements with noise. The state-space approach is able to deal with mul-
tivariate and non-Gaussian/non-linear data as well. These properties of the state-space approach render
advantageous when compared with similar methods which try to estimate an unknown state [63]. With
every step, the current state xt−1 is advanced to the next point in time t and a new measurement yt is
drawn from the current state xt (Figure 4.2). In order to compute the state of the dynamic system, at least
two different models are necessary:

• A system model, which describes the transition from one state to the next:

xt = ft(xt−1,vt−1), (4.2)
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where ft : Rnx × Rnv → Rnx is a (in general non-linear) transition function. In this case, nx and
nv are the dimensions of the state vector and the noise vector, respectively. Applying this function
on the state xt−1 at time t− 1 advances it to the next state xt, while adding system noise vt−1.

• An observation model, which describes how an observation is derived from the current state:

yt = ht(xt,wt), (4.3)

where ht : Rnx × Rnw → Rny describes the derivation function to model the transition from the
current state xt to the observed measurement yt. Similar to the state transition, measurement noise
wt is added to the observed state based on the measurement. The variables nw and ny are the
dimensions of the measurement noise vector and the measurement vector, respectively.

These two models can be formulated probabilistically to find an estimate of the current state xt
by incorporating all measurements y1:t up to time t. This probabilistic formulation makes the Bayes
approach suitable because the observations can be seen as events updating the current knowledge by
using the Bayes theorem (Equation 4.1). The complete problem can now be modeled as a posterior
probability density function easily [53], allowing to obtain state estimates from the distribution. An
additional requirement towards tracking is that observations are not available at once, but only one at a
time, similar to the Markov process described in Figure 4.2. To fulfill these requirements, the Bayes filter
approach divides the described process into two different steps: prediction and update. Before these steps
are outlined in detail, two additional simplifications are necessary. To ensure that the probability of the
state transition to the state xt only depends on its previous state xt−1, the Markov property is necessary
for the probabilistic model:

P (xt|xt−1:0) = P (xt|xt−1). (4.4)

Additionally, it is required that the likelihood of the current measurement yt only depends on the current
state xt, hence, the observations are independent from each other:

P (yt|xt:0) = P (yt|xt). (4.5)

4.2.1 Prediction
If the required probability density function at time t − 1 is available, the prediction step uses the system
model (Equation 4.2) to generate a prior probability density function for the current time t:

p(xt|y1:t−1) =

∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1, (4.6)

where p(xt|xt−1) is the probabilistic form of the system model (Equation 4.2). The prediction step
spreads and deforms the probability density function because of the uncertainty introduced with the state
transition function [53].

4.2.2 Update
The second step incorporates the observation yt at time t into the dynamic system:

p(xt|y1:t) =
P (yt|xt)p(xt|y1:t−1)

p(yt|y1:t−1)
. (4.7)

where the normalizing constant

p(yt|y1:t) =

∫
P (yt|xt)p(xt|y1:t−1dx (4.8)
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depends on the likelihood function P (yt|xt) which is given by the observation model (Equation 4.3).
In general this problem is intractable and cannot be computed analytically. However, given some

restrictions to the system and observation model [53], approaches such as the Kalman filter (Section 4.3)
exist, which are able to provide an analytical solution. A general approach which is able to provide a
solution without these restrictions, is Monte Carlo tracking (Section 4.4).

4.3 Kalman Filter
The Kalman Filter has been introduced by Rudolf E. Kalman in 1960 [29]. Originally, it was used for
removing noise in measurement devices. Compared to the general model introduced in the previous
section, the Kalman filter makes two assumptions concerning the tracking environment. First, both the
system model function and the observation function are modeled as linear function as given in Equa-
tions 4.9 and 4.10.

xt = Ftxt−1 + vt−1 (4.9)

yt = htxt + nt (4.10)

Secondly, optimality is only guaranteed if the estimated location in the state space is Gaussian distributed,
hence p(xt|y1:t) ≈ N(xt;µt,Σt). In this environment, the Kalman filter provides an optimal solu-
tion [53]. Consider the computation of a simple dynamic system for which the average should be com-
puted. Because observations are not available at once, the estimated average has to be updated whenever
a new measurement is added. The basic idea is that the estimate

x̂t =
1

t

t∑
i=1

yi =
1

t

t−1∑
i=1

yi +
1

t
yt (4.11)

at step t will be directly computed from the estimate x̂t−1 of the previous step at time t− 1:

x̂t =
t− 1

t
x̂t−1 +

1

t
yt, (4.12)

leading to the update step of the Kalman filter:

x̂t = x̂t−1 +
1

t
(yt − x̂t−1) (4.13)

This shows how to reformulate the initial batch problem as recursive problem which can be solved ana-
lytically. Each part of Equation 4.13 corresponds to a different part of the Kalman Filter:

• x̂t describes the state at time t.

• yt − x̂t−1 describes the innovation, which is the difference between the expected (estimate) and
actual (measurement) value.

• 1
t describes the gain which specifies to which degree the innovation can be trusted for the current
time t.

4.4 Monte Carlo Tracking
The Kalman filter is restricted to provide an optimal solution only if the system is linear and Gaus-
sian (Section 4.3). In situations where any of these constraints are not given, sequential Monte Carlo
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methods provide a better solution because they are able to model any type of non-linear system and any
form of posterior probability density function p(xt|y1:t−1).

Monte Carlo methods rely on the method of sampling from a probability density function X ∼
p(x) to compute its expected value E(X). In this section, importance sampling and parallel importance
sampling are outlined. Additionally, an example is given which compares the introduced concepts with
uniform sampling.

4.4.1 Importance Sampling
Suppose P (x) and Q(x) are two probability distribution functions. In cases where it is difficult to draw
samples from P (x), it is not possible to compute E(f(x)) =

∫
f(x)dx directly. If the second function

Q(x) is proportional to P (x) it can be used generate samples instead. When evaluating these samples
given by Q(x) directly the expectation value would be:

EQ(f(x)) =

∫
Q(x)f(x)dx, (4.14)

which is not equal to E(f(x)). Using a scaled result g(x) = f(x)/Q(x) to remove the influence of Q(x)
will result in the correct expectation value of f(x):

EQ(g(x)) =

∫
Q(x)g(x)dx =

∫
Q(x)f(x)/Q(x). (4.15)

The last part 1/Q(x) is also called the importance weight of the sample x [50].
To generate a Gaussian distributed random number x ∼ N(µ, σ) from uniformly distributed random

numbers, the Box-Muller transformation [8] can be used. Two uniformly sampled numbers u1 and u2

are necessary which can in turn be used to generate two numbers {x̃1, x̃2} ∼ N(0, 1) by using x̃1 =√
−2 lnu1 cos(2πu2) and x̃1 =

√
−2 lnu1 sin(2πu2). These numbers can be transformed easily to

distributions of different mean and standard deviation. In Appendix A a pictographic example is given
which compares importance sampling with uniform sampling. Uniform sampling is sampling a random
number within an interval [a, b].

4.4.2 Parallel Importance Sampling
In cases we do not know P (x) but λP (x), which means that the original distribution is scaled by some
different value λ, the acquired samples from Q(x) do not represent the target function f(x). To estimate
the value of λ, the raw weights can be computed:

ŵi = λP (xi)/Q(xi). (4.16)

The expectation value E(ŵi) of these raw values result in an unbiased estimate of λ to correct the
posterior distribution function towards the actual importance weightP (x)/Q(x). The problem here is that
the variance of this estimator is high, so instead of using ŵi directly, it is normalized by w̄ = 1/N

∑
i ŵi

which is also an unbiased estimate of λ, but with a lower variance [50]. This is also directly associated
with the normalization step of the importance weights in particle filtering introduced in the next section.

4.4.3 Metropolis-Hastings Sampling
Algorithms which sample from probability distributions by creating a Markov chain are called Markov
chain Monte Carlo (MCMC) methods. These algorithms are initialized with a starting value and executed
until the desired probability distribution reaches an equilibrium. Similar to importance sampling, MCMC
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methods are able to sample from a probability distribution P (x), requiring only that a function Q(x) ∝
P (x) is available. A special type of MCMC algorithms are those which are based on Gaussian random
walks. That means, the creation of new samples is a Gaussian process and at the same time bound to an
accept-reject ratio which is determined randomly. Metropolis-Hastings [23] is one of these random-walk
algorithms. The general idea is that each sample will be either accepted or rejected, based on the ratio
between the probability of the new sample x́ and the current sample xt at time t. The major disadvantage
of importance sampling methods is that they are not suitable for an increasing amount of dimensions
because of exponentially increasing variance of the weights wi [30]. The Metropolis-Hastings sampling
method is summarized in Algorithm 4.1. It uses a proposal - or jumping - density functionQ(x́|xt), which
suggests a new sample value x́ given a sample value xt (Line 3). Very often, the proposal distribution
is symmetric and Gaussian centered at xt, to explore samples in its neighborhood region. In subsequent
steps, the generated sample is evaluated based on its acceptance ratio a (Line 4 onwards). This ratio
determines if the new sample should be rejected or accepted. The first M samples will be regarded
as calibration samples - or burn-in samples, which means that they do not belong to the final set of
samples (Line 7). The major difference to importance sampling is that the generated samples are not
independent, but correlated, because the samples are linked by a Markov chain. The larger the amount of
samplesN , the smaller the error between the real probability function P (x) and the estimated probability
P̂ (x) given by the set of samples.

Data: Proposal density Q(x|x́), arbitrary point x0 as first sample, burn-in rate M

Result: set of N −M random numbers X =
{
x

(j)
t

}(N−M)

j=1

1 X ← ∅;
2 for i← 1 to N do
3 x́← Qf (xt));
4 a← P (x́)/P (xt);
5 if a ≥ 1 then xt+1 ← x́;
6 else Accept x́ with probability a;
7 if i > M then
8 X = X ∪ xt+1;
9 end

10 end
Algorithm 4.1: Metropolis-Hastings MCMC algorithm [23].

4.5 Particle Filtering
Sequential Bayes filtering, or particle filtering [53], considers a weighted set of samples (Set 4.17) to
represent the posterior probability density p(xt|y1:t−1).{

x
(j)
t , w

(j)
t

}N
j=1

. (4.17)

The weighted samples are generated using parallel importance sampling (Section 4.4.2). The impor-
tance distribution Q(x) is replaced by the state transition function, which is given by the system model
p(xt|xt−1). In more complex cases, other importance functions can be used to incorporate contextual
information. The target function f(x) for which the expected value E(f(x)) should be computed, is
replaced by the posterior probability density function p(x0:t|y1:t). The function P (x) simplifies to the
likelihood, which is given by the observation model (Equation 4.3). To iteratively compute new esti-
mates, particle filtering uses Sequential Importance Sampling (SIS), which combines both concepts of
importance sampling (Section 4.4.1) and the two-stage state estimation of the Bayes filter (Sections 4.2.1
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and 4.2.2). The estimate of the current state is given by the weighted average of the existing set of par-
ticles (Equation 4.18). This ensures that outliers (i.e. samples which represent a state which is prone to
model clutter) do not influence the estimate.

x̂ =
1

N

N∑
j=1

w
(j)
t x

(j)
t (4.18)

Since the weight w(j)
t at time t is computed from the previous weight w(j)

t−1 at time t − 1, only one
small set of samples might have a high weight while the others are of negligible importance after some
time. This is called the degeneracy problem and occurs if the set of samples does not change. To prevent
these situations, instead of only sampling from the same set of samples, a resampling stage needs to be
introduced, which uses weighted randomized sampling to generate a new set of samples based on the
existing set of of samples

(x
(j)
t−1, w

(j)
t−1)

N

j=1
. (4.19)

However, because samples with low weight are more likely to be removed, the state space is now more
poorly covered with possible hypothesis. This leads to the problem of sample impoverishment. To resolve
the problem of balancing these contradicting effects, one has to be careful about when resampling should
be performed. The most popular criteria is the effective sample size N̂eff given by:

N̂eff =

N∑
j=1

(w
(j)
t w

(j)
t )−1, (4.20)

which needs to be smaller than a defined threshold Ns to induce resampling.

Algorithm 4.2 gives a pseudo-code description of the presented algorithm. Additionally, Figure 4.3
outlines the presented scheme using a graphical example. From the available probability distribution at
time t − 1, each sample is weighted against the available measurement. Using a uniform distribution, a
new sample set is generated according to the current sample weights. Finally, Gaussian noise is added,
resulting a in a predicted probability distribution for time t. If in the last step of adding the process
noise vt−1, Gaussian noise is used, the corresponding noise vector has to be correlated according to
the covariance matrix of the process. The Cholesky decomposition [48, pp. 994] Σ = LLT is used to
decompose the covariance matrix Σ into its lower triangle L. When this matrix is applied to the noise
vector vt−1, a sample vector Lvt−1 is produced, which has the necessary covariance properties of the
process model.

A combination of Mean Shift (Section 3.3.1) with sequential Bayes estimation techniques such as
particle filtering allows to combine a deterministic with a stochastic component. One approach [40] is
using Mean Shift to find the local modes of the distribution after the weighting step of the particle filter
algorithm. Although this increases the accuracy of the estimated positions, it would be computationally
intensive to apply Mean Shift to every single particle in the set. Instead, Mean Shift is usually applied on
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Prediction (t-1)

Update (t-1)

Resample (t-1)

Noise (t-1)

Prediction (t)

Figure 4.3: Estimation of posterior density function p(x0:t|y1:t) from t− 1 to t.

the target estimate x̂ instead.

Data:
{
x

(j)
t−1, w

(j)
t−1

}N
j=1

,yt

Result:
{
x

(j)
t , w

(j)
t

}N
j=1

1 foreach Sample (x
(j)
t−1, w

(j)
t−1) ∈

{
x

(j)
t−1, w

(j)
t−1

}N
j=1

do

2 Draw sample x(j)
t ∼ p(xt|xt−1);

3 Weight samples according to w(j)
t = w

(j)
t−1P (yt|x(j)

t );
4 end
5 Normalize importance weights s.t.

∑N
j=1 w

(j)
t = 1;

6 Update weighted estimate x̂ = (
∑N
j=1 w

(j)
t x

(j)
t )/N ;

7 if N̂eff < Ns then
8 Resample;
9 end

Algorithm 4.2: Sequence Importance Sampling with Resampling [53].
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CHAPTER 5
Interactive Tracking of Markers

In this chapter, the implemented and evaluated methods are described in detail. In the subsequent sections,
the different steps executed in the image processing pipeline are explained step by step. This explanation
starts with the preprocessing step explained in Section 5.1. The steps concerning marker localization are
presented in Section 5.2. As multiple targets are being tracked, explanations of the proposed strategy
using data association is given in Section 5.4. Finally, the interaction of the operator with the tracking
system is described in Section 5.5.

5.1 Preprocessing
Before the targets are tracked using different localization methods, two preprocessing steps prepare the
image for tracking. The image is denoised using a bilateral filter 5.1.1 and the facial region is extracted
using segmentation methods 5.1.2. The resulting image is then used for tracking.

5.1.1 Filtering
The image is filtered using a bilateral filter, because of its edge-preserving property in contrast to a
Gaussian filter. The idea is based on a non-linear combination of nearby image pixels in a given local
area. Neighborhood pixels which are on the opposite side of an edge have much less influence than pixels
lying on the same side of the edge. This is accomplished by adding an additional range term which
measures the difference between the center pixel and the neighborhood pixel [59]. Since we use two
different camera setups in our experiments, two images of each sequence using either setup was selected
as training images. The parameters of kernel size, spatial Gaussian σs and color Gaussian σc have been
optimized by naively iterating over combinations of a set of ranges. For the kernel size a range of [3, 9],
for both σs and σc a range of [1, 56] was evaluated. To evaluate the accuracy of noise removal, the Peak-
Signal-to-Noise Ratio (PSNR) is computed. The PSNR defines the ratio between the maximal value of
the signal and the power of corrupting noise and is computed by

20 lg(max(I))− 10 lg(
1

mn

∑
(i,j)∈I,J

[I(i, j)− J(i, j)]
2
), (5.1)

where I(· · · ) and J(· · · ) are two monochrome images of size m× n and MaxI is the maximal value of
image I(· · · ).
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(a) (b)

Figure 5.1: An example image before (a) and after (b) the segmentation has been applied.
(Courtesy of VMU)

The parameters with the highest PSNR value are selected for further experiments. For our camera
setup (Section 6.1.1), this resulted in an optimal kernel size of 4× 4 and σc and σs being both 1. For the
VMU (Vienna Medical University) setup, the same values of standard deviation where chosen, however,
the optimal kernel size determined to be 3 × 3. To evaluate the parameters, 3 images are selected from
sequences of either camera setup. This results in an average PSNR of 98.00 ± 0.08 for our camera setup
and 89.4408 ± 5.1879 for the VMU camera setup.

5.1.2 Face Segmentation
To enhance the robustness of the tracking system, it is crucial to distinguish foreground from background
and to limit the search space in which the candidate model is searched. Several approaches exist to tell
regions having interesting image features and the background scene apart. The requirement in our case
is however limited to an approximate segmentation, accurate enough to separate the facial region from
the background and any other disturbing image regions. The face segmentation is only enabled for facial
sequences and disabled for the evaluation of non-facial sequences.

A thresholding method in the YCbCr (Section 3.1.1) space is employed to separate the background
from the facial region containing the markers. The face is additionally processed with morphological
operators and large holes are closed to ensure that the mask image has only one connected component
containing the facial region. Figures 5.1a and 5.1b show an example of images before and after the
segmentation, respectively. Algorithm 5.1 outlines all steps in the segmentation process. The values γCr
and γBlob define the thresholds for the Cr channel towards the facial region and the minimum size of
the objects which are kept in the scene, respectively. Ideally, only the three facial objects remain which
correspond to the three facial images of the mirror setup (Figure 5.1b).

5.2 Tracking
This section describes how the methods introduced in Chapter 3 and Chapter 4 are used to create tracking
schemes which extract the features described in Section 3.1 to create appearance models (Section 3.2)
of facial markers which are subsequently tracked from frame to frame. The section starts with a de-
scription of how the particle filtering scheme is instantiated by incorporating different image cues (Sub-
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Data: RGB or HSV image I
Result: image with extracted facial region Í

1 Î ← Cr channel of Y CbCr(I) (Section 3.1);
2 foreach (x, y) ∈ Î do
3 if Î(x, y) > γCr then
4 Î(x, y) = 1;
5 else
6 Î(x, y) = 0;
7 end
8 end
9 Remove blobs smaller than γBlob pixels;

10 foreach (x, y) ∈ Î do
11 if Î(x, y) = 0 then
12 Í(x, y) = I(x, y);
13 else
14 Í(x, y) = 1;
15 end
16 end

Algorithm 5.1: Face Segmentation.

section 5.2.1). Additionally, an alternative sampling scheme is presented which is based on the theory
from Section 4.4.3. Finally, two baseline schemes are introduced (Subsection 5.2.3 and Subsection 5.2.4)
which are compared with the particle filtering methods in the evaluation part of this thesis.

5.2.1 Sequential Monte Carlo Tracking
In the first frame, appearance models that describe the landmarks are built from the selected coordinates
given by the user. The operator also has to provide the size of the markers in pixels. From these positions,
the target models {Ak}Tk=1 are built. For simplicity, random variables and their realizations have the
same notation throughout this section. As described in Section 4.5, The posterior distribution density
p(xt−1|y0:t−1) at time t− 1 is given by a set of samples:{

x
(j)
t−1, w

(j)
t−1

}N
j=1

. (5.2)

An initial set of samples: {
x

(j)
0 , w

(j)
0

}N
j=1

(5.3)

is generated from the initial coordinates given by the user. Based on the initial coordinates of the markers,
the particles are separated into different clusters. Thus, the different modes of the posterior distribution
density p(xt−1|y0:t−1) are separated. Each particle now belongs to a single cluster. Due to this parti-
tioning of the state space using clustering, multiple targets can be tracked using a single particle filter
algorithm [36]. After this initial clustering step, the markers are tracked using SIS with resampling (Sec-
tion 4.5).

For state transition, the first order motion model:

x
(j)
t = M

(i)
t x

(j)
t + wt (5.4)
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is used, with Mt being the state transition matrix and wt ∼ N(0, σ) representing the acceleration part,
which is the change of velocity over time. Alternatively, it would be possible to learn the motion priorMt

and provide a more accurate representation of facial movement [3]. Each measurement yk of the available
observations {yk}Tk=1 is associated with a specific target which in turn is associated (Section 5.4) with
a cluster of particles. Instead of a single observation likelihood, it has been suggested in [41, p. 119] to
combine different measurements by fusing them according to a set of weights, one for each likelihood
model:

Pt(yk|x(j)
t ) =

∑
i

βiṔt(yk|x(j)
t ), (5.5)

with
∑
i βi = 1. Each part Ṕt(yk|x(j)

t ) of the combined observation model is in turn modeled as Gaussian
process with N(0, σ):

Ṕt(yk|x(j)
t ) = 1/(

√
2πσ)e−ψ(x

(j)
t ,yk)2 1

2∗σ2 + ε, (5.6)

where both σ and ψ(· · · ) depend on the chosen appearance model and feature set. The elevation ε
is necessary to prevent zero likelihood and numerically instable numbers in the implementation. The
selection of σ is very important concerning the sensitivity towards clutter. If this parameter is chosen too
large, the kurtosis of the corresponding Gaussian density function becomes too low, which means that
the difference between the likelihood of designated target and background noise is small. This will also
effect the distribution of two sample clusters interfering at close proximity, since the likelihood values
start to merge and the boundary between the two likelihood distribution vanishes.

Systematic resampling is used within each cluster k separately, according to the effective sample size
1/
∑Nk
i=1 |wi|2. It is important to employ measures to stabilize the particle filter algorithm [31] to avoid

the problems of sample impoverishment and degeneracy:

• minimize resampling steps, e.g. by a proper selection of Neff

• generate new samples to fill up impoverished samples

This means that the selection of the threshold Ns for the effective sample size N̂eff is very crucial.
In the next paragraphs, the different observation models evaluated in this thesis are presented.

Histogram-based Likelihood

The state
xt =

[
x ẋ y ẏ Hx Hy θ

]T
, (5.7)

is modeled as an ellipse which is rotated in a certain angle, where Hx and Hy are the elliptic axis and
θ is the rotation. In a different approach [43] a scale variable is used, which is replaced with the angle
variable to reflect changes in the elliptic region of the marker. This was chosen because it was assumed
that during tracking, the changes of rotation are greater than the changes of scale.

This means that in addition to the two-dimensional coordinates and their corresponding velocities,
the extent of the ellipse in both dimensions as well as its rotation angle is reflected in the estimation of
the state for the sample Xt(j) at time t. The Bhattacharyya coefficient ρ[ps(i), q] [6] is used to calculate
the congruency between the target and candidate histograms of each sample. An Epanechnikov kernel
is used to weight the corresponding values of the histogram. Instead of the original function [43], the
distance function ψ(· · · ) is modified to represent a proper distance function bounded with [0, 1] [12]:

ψ(x) =
√

1− ρ[ps(i), q]. (5.8)
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The matrix given by Equation 5.9 describes the state transition function Mt for the color-based like-
lihood state, while the matrix in Equation 5.10 describes the associated process noise wt.

Mt =



1 ∆ 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 ∆ 0 0 0
0 0 0 1 0 0 0
0 0 0 0 ∆Hx 0 0
0 0 0 0 0 ∆Hy 0
0 0 0 0 0 0 1


(5.9)

wt =



1
3∆σ3

x
1
2∆σ2

x 0 0 0 0 0
1
2∆σ2

x ∆σx 0 0 0 0 0
0 0 1

3∆σ3
y

1
2∆σ2

y 0 0 0
0 0 1

2∆σ2
y ∆σy 0 0 0

0 0 0 0 σ2
Hx 0 0

0 0 0 0 0 σ2
Hy0 0

0 0 0 0 0 0 σ2
θ


(5.10)

Template-based Likelihood

Based on the template appearance model (see Section 3.2.1), the template-based likelihood uses the ap-
pearance template given by the state of the sample to evaluate their compliance with a reference target
model. The state consists of entries for the position and velocity in both directions:

x
(j)
t =

[
x ẋ y ẏ

]T
(5.11)

The appearance model is based on the intensity templates and LBP to incorporate texture information.
Both information is combined to a fused likelihood image Lk = (1−β)Lcolor +βLLBP . The likelihood
image Lk is computed in a search region surrounding the position of the landmark in the previous frame
by applying normalized cross correlation over the current frame. The distance function ψ(x) is given by:

ψ(x) = 1− (Lk(W (x)) + 1)/2, (5.12)

where W (x) warps the image coordinates into likelihood image coordinates by translation. The appear-
ance model for the target k is updated if the likelihood of the estimated position exceeds a threshold Uγ
using:

Ak = (1− γ)Ak + γÃk, (5.13)

where Ãk is the candidate model of the current estimate of target k.
Since the acceleration is modeled as white noise, the two parameters σx and σy control the variance

of changes in velocity as the time proceeds from t to t+ 1. The suggested white noise model is given by
the matrix in Equation 5.14.

wt =


1
3∆σ3

x
1
2∆σ2

x 0 0
1
2∆σ2

x ∆σx 0 0
0 0 1

3∆σ3
y

1
2∆σ2

y

0 0 1
2∆σ2

y ∆σy

 (5.14)

Mt =


1 ∆ 0 0
0 1 0 0
0 0 1 ∆
0 0 0 1

 (5.15)
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Motion Likelihood and Sampling

The combination of optical flow with the velocity parts of the state vector yields a likelihood metric which
is based on motion cue. The approach is based on the cosine similarity between two vectors v1 and v2:

cos(φ) =
v1 · v2

‖v1‖‖v2‖
. (5.16)

Using cosine similarity, the distance function can be modeled as:

ψ(x) =
x̃(j)
v ·N−1

∑
i∈N [u v]T

‖x̃(j)
v ‖‖N−1

∑
i∈N [u v]T ‖

, (5.17)

where the average optical flow vector N−1
∑
i∈N [u v]T in the neighborhood N of sample x̃(j)

v is com-
pared with its velocity vector.

Since a Combined-Local-Global method (see Section 3.1.3) is used, the average of the motion vector
can be computed without removing possible outliers. In other cases, a method such as RANSAC [17]
would be necessary to remove outlier optical flow vectors. The main idea behind this approach is that
the more congruent the velocity of a sample with the actual optical flow, the more likely is the move-
ment of the sample. Especially in cases where two targets with similar appearance interact, the resulting
optical flow field can be used to prevent samples from being hijacked by the wrong target. A similar
approach [19] uses a KLT tracker to accomplish the same by defining an energy functional Em which is
based on the difference between the state of the sample x̃(j)

v and its estimated deterministic position. The
estimated position is given by the median of the set of optical flow vectors between the previous frame
and the current frame in the region described by the sample.

A different approach of using optical flow is to augment the probability density function for state
transition p(xt|xt−1) with the available optical flow information, and create a semi-stochastic system
model, which then becomes:

f(X
(j)
t−1) = M

(i)
t X

(i)
t−1 + V (X

(j)
t−1) + wt, (5.18)

where the stochastic sampling process is replaced with a semi-deterministic sampling process based on
the optical flow field V (x). In this case, the optical flow field determines the velocity from time t− 1 to
time t [5, p. 716].

5.2.2 MCMC Particle Filter with MRF Model
In the previous approach, interactions are not modeled explicitly. Instead, if two targets get to close to
each other, one target is probably hijacked by another cluster of samples. The implication of this event is
that from that point in time onwards one target is not tracked while the other one is represented by two
clusters. Because effectively one target is lost in this case, this approach tries to tackle this problem by
using a motion prior ψ(Xit, Xjt) to penalize samples which would result in an overlap of two targets.
According to the approach by Khan et al. [30], this constraint can be simply treated as an additional factor
in the importance weight. This results in the following state transition density which generates the joint
state Xt at time t from the joint state Xt−1 at time t− 1:

P (Xt|Xt−1) ∝
∏
i

P (Xit, Xi(t−1))
∏
ij∈E

ψ(Xit, Xjt), (5.19)

Instead of a single target state, P (Xt|Xt−1) now describes the joint state transition function which
models all targets at the same time. The term P (Xit|Xi(t−1)) specifies the single target state transition
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function, which advances each target Xi(t−1) separately, resulting in corresponding states Xit. The
motion prior ψ(Xit, Xjt) can also be treated as interaction potential of a neighborhood clique containing
all targets which are at close proximity to each other. The interaction potential depends on the probability
of the neighborhood clique of the corresponding target. A neighborhood clique is formed by considering a
Markov-Random Field (MRF), which is a graph (V,E) with undirected edgesE between vertices V [34].
Each vertex has a label from the set of possible labels D. Labels can be either discrete or continuous. A
set of random variables Fi ∈ F assigns a label to each vertex. A realization of the joint event given by
the joint set F of random variables is also called the configuration f of the MRF. The potential function
is applied on so called cliques. A clique describes a local neighborhood which - in the simplest case -
consists only of a pair of adjacent vertices. A set of random variables F is said to be a MRF if and only
if the following two conditions are satisfied:

1. P (F = f) > 0 ∀f ∈ S

2. P (Fi = fi|Fj = fj , j ∈ V, j 6= i) = P (Fi = fi|Fj = fj , j ∈ Ni)

The first one describes that all probabilities at each vertex must be positive, and the second one describes
that the probability of a transition is only allowed to be dependent on the neighborhood clique, which
is the Markov property, equivalent to Equation 4.4. The edges represent the joint probabilities as a
product of local potential functions ψ. The potential functions ψ(.) for neighborhood pairs consist of two
parameters, one for each vertex. A Gibbs distribution is used to define a value based on the transition
probability between two vertices vi, vj ∈ V [34]:

ψ(vi, vj) = exp(−g(vi, vj)). (5.20)

In the presented approach, the vertices vi and vj are represented by two targets Xit and Xjt:

ψ(Xit, Xjt) = exp(−g(Xit, Xjt)). (5.21)

The penalty function g(· · · ) depends on the overlap area of the two bounding boxes of each target. It is
maximal if the two targets take up the same position and declines as targets move apart.

Importance sampling is not able to cope with the higher amount of dimensions when multiple targets
are tracked. Considering the color-based particle filter (Section 5.2.1), which has 7 dimensions in its state
space, the number of joint target dimensions can be as high as 28, assuming that 4 markers interact with
each other. Additionally, it would become more difficult to cover the state space without increasing the
amount of samples, as discussed in Chapter 4. This problem is solved by replacing the SIS algorithm
with an MCMC (Section 4.4.3) approach. This means that whenever two or more targets interact, all their
associated samples are additionally used to advance the joint target while considering the MRF constraint.
Metropolis-Hastings (Algorithm 4.1) is then used to generate a set of unweighted samples. The general
ratio Ṕ (x)/P (x) of the algorithm is replaced with an acceptance ratio depending on both the likelihood
of the sample P (Yt|Xit) and the interaction potential ψ(· · · ) of the MRF graph:

as = min(1,
P (Yt|X́it)

∏
j∈Ei ψ(X́it, X́jt)

P (Yt|Xit)
∏
j∈Ei ψ(Xit, Xjt)

). (5.22)

The initial estimate is generated by joining the estimates of the single targets. From this initial estimate,
Metropolis-Hastings is executed and the resulting set of unweighted samples is used to create new samples
for each target in the joint target. Every new sample receives the weight 1/Ns, where Ns is the number
of samples in the cluster. A comparison of the different concepts is given in Figure 5.2, which depicts
one sample image of the eye region with markers placed on the eye lid. The top-most image (Figure 5.2a)
shows that all targets are tracked separately. It uses a particle filter with targets being tracked separately
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(a)

(b)

(c)

(d)

Figure 5.2: (a): all targets tracked separately, (b)-(d): markers tracked using combined MCMC
sampling.

using importance sampling only (Figure 5.2a). The subsequent two figures depict the two left-most (Fig-
ure 5.2b and right-most (Figure 5.2c) targets being tracked using MCMC sampling. This means, joint
samples are generated for the joint target consisting of two markers each. Finally, Figure 5.2d) shows two
cliques of markers being tracked jointly.
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q

Figure 5.3: Subpixel accuracy by gradient optimization.

Markov Random Fields Likelihood

The penalty Function 5.21 from the previous section can be also used as penalizing likelihood for the
particle filter using SIS. In this case, the overlap of the corresponding sample is computed over the graph
of all targets with the samples’ associated target being compared with all other targets.

Pt(Yk|X(i)
t ) =

∑
i

βiṔt(Yk|X(i)
t ), (5.23)

with the likelihood function Ṕt(Yk|X(i)
t ) for the overlap defined as:

Ṕt(Yk|X(i)
t ) =

∏
j∈Ei

ψ(Xit, Xjt). (5.24)

5.2.3 KLT Tracking

To compare the Bayes tracker implementation with a baseline approach an extended KLT tracker has
been implemented which is able to deal with multiple targets. For each region given by marker location
and size, features are determined using the approach described in Section 3.3.1. The feature points are
optimized using a sub-pixel aware algorithm before the KLT iteration starts. The iterative optimization
of each feature towards its sub-pixel accurate location is based on the observation that every dot product
between the image gradient at pi and the difference vector q − p is zero. That is, if pi lies within a
homogeneous region, the image gradient is zero or if pi lies on an edge, the gradient vector of the edge is
orthogonal to q−p, which results in the the dot product being zero (Figure 5.3). For each point pi of a set
of points around q, the residual εi between the true sub-pixel location and the original center q is defined
as:

εi = [Ix(pi) Iy(pi)]
T

(q − pi), (5.25)

where Ix(pi) and Iy(pi) is the gradient at location pi in x and y direction, respectively. In order to
minimize εi to obtain sub-pixel accuracy, an iterative conjugate gradient method is used to solve the
system of equations:

q = G−1b, (5.26)

which is in turn used to obtain the new center position for the current iteration. Convergence is reached
if the center point q is either outside of the search window or the maximum amount of iterations has been
reached. The matrix G is the Hessian matrix of the gradients in the neighborhood of the feature points
and has the same elements as Matrix 3.29 in Section 3.3.1. The estimate of the marker position is given
by the centroid of its available features. Two strategies are explored, the average vector of features and a
least squares ellipse fitting method [18]. Figure 5.4 compares the two selected methods.
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(a) (b) (c) (d)

Figure 5.4: Comparison of average centroid and direct ellipse fit centroid. Images best seen in
color.
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Figure 5.5: Per frame error of the comparison between average centroid (solid line), direct fit
centroid (dashed line) and Mean Shift centroid (dash-dotted line), using the S3

sequence (Section 6.1).

The used ellipse fitting method is based on a least square approach which tries to find coefficients θ
of the implicit second order polynomial describing the elliptic shape:

F (θ,x) = ax2 + bxy + cy2 + ex+ f. (5.27)

If the least squares approach fails during tracking because the ellipse becomes distorted, the average
centroid approach is used as fallback method. Single features are lost if they are outside of the facial
region, if the area is too large (i.e. features drift apart), if they are outside of the image boundary, or if a
certain amount of features cannot be found with certainty. The whole marker is declared lost and has to
be reinitialized manually if any of the features is outside of the facial region after the facial segmentation
step. Additionally, a target is declared lost if the area of the estimated ellipse becomes too large. This
constraint is based on the observation made during the experiment, that feature points tend to drift apart
if their quality becomes worse due to image noise or appearance changes. To compare the different
approaches, one video of the institute setup (Section 6.1.1), is evaluated using the different centroid
methods. As it can be seen from Figure 5.5, the least squares based direct fit approach increases the
accuracy of the estimated position. The least squares ellipse centroid (Figures 5.4c and 5.4d) is able to
improve the accuracy compared with the average centroid (Figures 5.4a and 5.4b), because especially
when considering bigger markers, its surrounding features are not evenly distributed among the marker
contour (Figure 5.4a). During the experiment, it turned out that the ellipse estimated is often misaligned
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Figure 5.6: Comparison between average centroid, direct fit centroid and Mean Shift centroid
per marker.

to the marker contour. This is caused by single feature points drifting away from the centroid. Hence, an
outlier detection mechanism which uses Mean Shift (Section 3.3.1) computes the Mean Shift center of
the feature points. Subsequently, those points where the distance to the Mean Shift center is larger than
the marker size can be considered as outliers which are not used for the ellipse fitting method. Figure 5.6
plots the Average RMSE of the three different variants. As it can be seen, the Mean Shift correction
technique greatly improves the accuracy, especially in the highlighted markers which correspond to the
two eye pairs.

5.2.4 Mean Shift Tracking

The Mean Shift tracker uses the Mean Shift algorithm as described in Section 3.3.1. For each marker
point, a separate tracker is initialized. To ensure that markers do not interfere, Voronoi tesselation (Sec-
tion 5.3) is used. For every new frame, Algorithm 3.2 is applied until convergence. The resulting position
is directly used as new estimate for the corresponding marker location.

5.3 Search Space Separation

The Voronoi diagram (Figure 5.7) [2] represents the optimal creation of cells separating a set of sites
within a space. Its corresponding dual-graph represents the optimal triangulation among the set of cells.
Given a space M and a set S of sites p within M , then the set of all points x which experience strongest
influence from p belong to the region or receptive field of p. This property of separating a space into non-
overlapping regions is used to ensure that search regions of each targets can be kept separated without
the danger of target hijacking. The search space separation is applied using different constraints, which
depend on the selected tracking method. For particle filtering, the likelihood was modified to incorporate
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Figure 5.7: Voronoi diagram of random points.

the restricted search space of the marker:

P̃t(Yk|X(i)
t ) = Pt(Yk|X(i)

t )sgn(Ik(x, y)), (5.28)

where Ik(x, y) is the mask image of the Voronoi tesselation for the target k and Pt(Yk|X(i)
t ) is the original

likelihood probability. This means that the likelihood is simply set to 0 in regions outside of the restricted
Voronoi region. For Mean Shift, the value of the Bhattacharyya coefficient is multiplied with the value of
the Voronoi tesselation mask for the given target.

An alternative approach to divide the search space is based on MRF neighborhood constraints. These
constraints as described in Section (Section 5.2.2) ensure that targets which are moving to close to each
other do not interfere. The targets represent the nodes V of the MRF graph (V,E). The connections
among the targets represent the edges E of the graph. The pairwise interaction potentials

ψ(vi, vj) = exp(−g(vi, vj)), (5.29)

can now be used to impose constraints on the particle filter. The penalty function g(· · · ) is used to separate
the targets by adding a constraint on the sampling process, which is based on the overlap area of the two
bounding boxes of each target.

5.4 Data Association

Because markers have to keep their identity throughout the tracking process, the unlabeled clusters have
to be associated with the labeled targets which represent the facial markers. This makes a data associ-
ation step necessary, also to allow clusters to be evaluated according to the targets likelihood function
Pt(Yk|X(i)

t ). A metric is necessary to create a cost matrix on which the association should be based on.
Effectively, the Hungarian algorithm [33] searches for optimal associations of a bipartite graph using the
costs of its edges. Thus, it yields an optimal assignment between the unlabeled clusters of particles and
the labeled targets. The edge cost is defined as the L2 norm between the estimated position of the cluster
of time t and the target of time t− 1. This results in a unique assignment between clusters and targets.
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5.5 Target Reselection
Catastrophic failures, such as target loss or multiple trackers tracking the same target, could not be re-
stored automatically, because there is no object detection method used to reinitialize the tracker. Instead,
a semi-automatic approach was chosen which allows the user to reselect a lost or failed target and con-
tinue tracking. The malign target will be replaced with a new target generated at the position given by the
user. The criteria for target loss is manifold, and distinguishes several types of severe failure:

• The likelihood P (Yk, X̂k) of the estimate X̂k of target k falls below the threshold Uγ .

• The coordinates of the estimate estimate X̂k of target k are outside of the image bounds.

• The sum of the particle weights of the associated cluster become 0, i.e. after importance sampling,
all particles have minimum weight because the target is lost.

• The weighted absolute average deviation (AADw) exceeds its associated threshold UAADw , i.e.
the distribution of the samples x and y coordinates is bigger than the marker. The AADw metric
determines the dispersion of each set of samples which belong to a specific target. It is computed
over all N particles participating in a single target estimation:

AADw =
1

N

N∑
j=1

wj |xj − x̂|, (5.30)

where wj is the weight of the sample xj and x̂ is the current estimate of the marker’s position.
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CHAPTER 6
Evaluation of Particle Filtering and

Baseline Comparison

In this chapter, the methods presented in Chapter 5 are evaluated using different datasets. The datasets
differ not only in terms of camera setup but also in terms of difficulty concerning the performed facial
expressions. As the goal of this thesis is to evaluate the clinical applicability of object tracking methods
towards the presented scenario, different metrics are used to grasp the degree of how these methods
cope with the problems listed in Section 1.1. The applicability expresses itself mainly by the degree of
how the original time used for manual processing can be reduced. First the method is not allowed to
intermix labels of the facial markers, as it will then be impossible to reconstruct the trajectories uniquely.
Secondly, it should reduce the tracking time for a single expression while at the same time keep the
accuracy compared to manually locating the markers high. As an implying requirement, the methods are
also measured concerning their ability to track the sequences with as little interactions as possible.

All experiments have been performed using a non-optimized implementation in .NET, with some
parts being written directly in C++, on a dual core Pentium IV with 2.5 GHz and 4 GB of memory. For
matrix operations and many other mathematical and image processing functions, Emgu 1 has been used,
which is a .NET based wrapper library for OpenCV2.

6.1 Video Sequences
The presented solution has been evaluated using different video sequences to demonstrate its versatility
and at the same time its ability to operate in clinical conditions. In general, the sequences can be subdi-
vided into facial marker sequences and object sequences. Facial marker sequences include one patholog-
ical and one non-pathological sequence recorded at the Vienna Medical University and used with their
permission. Both sequences have been recorded using setup and workflow as described in Section 2.7.
Three additional non-pathological sequences have been recorded using our own camera setup. Different
marker colors and sizes have been selected to evaluate the invariance of the presented solutions towards
chromatic and spatial properties.

1http://opencv.willowgarage.com/wiki, Accessed February 27th, 2012.
2http://www.emgu.com/wiki/index.php/Main_Page, Accessed February 27th 2012.
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6.1.1 Facial Marker Sequences

The ground truth for facial marker datasets contains manually marked locations of the all markers. At
some frames, markers have not been visible during manual selection of the coordinates, even if zooming
has been used during ground truth creation. In case of such image failure, the metrics are not evaluated
for the specific frame and marker. The first three subjects (S1, S2 and S3) are recorded using our camera
setup, with 1044×1080 resolution. The S5 sequence was recorded using VMU setup with 736×576. The
S4 sequence consists of a patient performing a single facial expression with the original head image cut
out and the mirror reflections removed (Figure 2.7) with a resolution of 736× 576 and a final image size
of 179 × 245. The ground truth contains manually located positions of the all visible facial markers and
its resulting trajectories of each marker. All subjects are recorded performing several clinically relevant
facial expressions (e.g. smiling) as required by the medical physicians.

The ground truth for all non-pathological cases has been created semi-automatically using a prepro-
cessing stage where an empirically determined color-based threshold for each dataset has been used to
segment the regions of interest which contain the markers. Afterwards, in those frames where the auto-
matic segmentation was not able to detect all the markers, they have been located manually. After the
positions have been determined in all frames, the Hungarian algorithm has been used to create a trajec-
tory for each observed position. Table 6.1 shows the different non-pathological datasets and their manual
processing times. It can be easily seen that as soon as a full sequence has to be tagged in addition to a
marker size of several pixels only, tagging the sequences manually takes about 2-3 times longer as seen
in the column Markers per Second. Because only simple segmentation and morphological operations
have been used to ease location of the markers, this largely manual approach can neither be applied to
general datasets because they assume a specific color range and cannot cope with markers as small as 3-4
pixels which is the case in the S4 sequence. Figure 6.1a shows an example frame from the S5 sequence
which uses the VMU setup and Figure 6.1b shows an example frame from the S3 sequence which uses
our camera setup.

The trajectories of the markers are created by creating a cost matrix which contains the L2 distances
among the markers and associating them using the Hungarian algorithm. The last step was to assign a
unique label to each trajectory.

6.1.2 Object Sequences

In addition to the application specific ground truth data, general tracking problems of other objects are
evaluated and discussed as well. The DARPA Vivid dataset 3 contains some datasets of single objects with
different difficulties concerning background, lighting and appearance changes. Ground truth is given by
the bounding box of one target in each frame. Depending on the evaluated tracking method, the full

3http://vision.cse.psu.edu/data/vividEval/datasets/datasets.html Accessed March 28th, 2012.

Sequence # Frames # Markers Time (min) Markers per Second (s)
S1 623 15 43 0.28
S2 577 15 31 0.19
S3 446 15 41 0.35
S4 176 6 - -
S5 1510 34 540 0.48

Table 6.1: Overview about manually created ground truth.
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(a) (b)

Figure 6.1: Sample images of facial marker sequences: (a) S5 (Courtesy of VMU), (b) S3.

(a) (b) (c)

Figure 6.2: Samples from the DARPA Vivid sequences: (a) egtest01 (b) egtest02 (c) redteam.

Sequence # Frames # Objects Resolution
egtest01 1820 2-5 640× 480
egtest02 1300 3-6 640× 480
redteam 1917 1 352× 240

Table 6.2: Overview about object sequences from DARPA Vivid.

bounding box or only its center point is used as prior information to initialize tracking. Groundtruth
data is available for one car only. The egtest01 (Figure 6.2a) sequence consists of a few cars which turn
around on a place very similar to their own appearance, then one car is chased by a camera with several
fast camera changes. The car accelerates several times and overtakes several other cars during the scene.
The egtest02 (Figure 6.2b) sequence consists of a convoy of cars driving on the border of a multi-lane
road. In the middle of the sequence they turn and switch position with a different convoy on the opposite
side of the road. Finally, redteam (Figure 6.2c) consists of a single red car moving through a desert
landscape. The camera changes pace, scale and angle towards the car very often through the sequence.
Table 6.2 summarizes the available sequences.
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6.2 Metrics
This section is intended to give an overview on the metrics used to evaluate the different tracking methods.

6.2.1 Euclidean Distance
The Euclidean distance orL2 distance is computed between the estimated target and the available groundtruth
data for each time step t and each target. This value can be kept as is, or averaged over the all targets Mt:

L̄2
t =

1

|Mt|
∑

xk∈Mt

‖x̂k − x̃k‖, (6.1)

with x̂k being the estimate for target k and x̃k being the groundtruth value for target k.

6.2.2 Root Mean Square Error
The Root Mean Square Error (RMSE) measures the accuracy of the tracking system by summing up the
residuals between the groundtruth and the estimated positions. The RMSE for the target k is given by:

Ermse(k) =
√
Emse(k) =

√√√√√ T∑
t=1

(x̃
(t)
k − x̂

(t)
k )2 + (ỹ

(t)
k − ŷ

(t)
k )2

2T
, (6.2)

with
(
x̃

(t)
k , ỹ

(t)
k

)
being the groundtruth coordinate and

(
x̂

(t)
k , ŷ

(t)
k

)
the corresponding estimate at time

t for the target k. To measure the total system accuracy, the average value over all targets is computed as
well.

6.2.3 Confidence and Likelihood
The confidence measure is defined by the correlation value between the model and the candidate. In
order to explore and discuss the ability of the selected features to discriminate the foreground from the
background, this measure is recorded along the tracking process. Additionally, the resulting Gaussian
likelihood (Equation 6.3) is recorded to investigate the actual behavior of the observation model over
time.

Lk ∼ N(0, σ) =
1√
2πσ

e−d(Ak,Ãk)2 1
2σ2 . (6.3)

6.2.4 Processing Time
To evaluate the time to process a video sequence, the start and end time of the tracking process is recorded
to compute the total time for tracking the sequence in minutes. This value will also allow a comparison
with the manual method already in place.

6.2.5 Number of User Interactions
The number of manual interventions is counted throughout the video sequence to grasp a degree of au-
tomatism in the corresponding tracking behavior. To make these numbers comparable, the number is
normalized towards the number of frames in the video sequence.
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Variable Description Value
B Bin size for Mean Shift histogram 8
ωx × ωy Window size 15× 15
λ Quality Level 0.2
L Pyramid Levels 0
M Number of features per target 100

Table 6.3: Parameters for baseline algorithms.

6.3 Parameter Selection

The parameters of the methods used in the evaluation are outlined in this section. It starts with the
parameters of Mean Shift and KLT tracking (Subsection 6.3.1 and continues with the parameters used in
the particle filtering tracking schemes (Subsection 6.3.2).

6.3.1 Baseline Algorithms

The selected parameters for the baseline algorithms are summarized in Table 6.3. The amount of selected
features M for the KLT tracker (Section 5.2.3) is chosen to be 100 per target to ensure that enough
features are available for ellipse fitting. The quality level λ affects the actual amount of features as it
determines the multiplier for the maximal value which serves as a threshold for the available features in
the region of interest. As less features do not impact performance negatively, a relatively low value of 0.2
is chosen, as less high quality features seem to be more important than many low quality features. On the
other hand, to less features resulted in problems with the ellipse fitting algorithm, making the selection of
this parameter very important. In experiments, it was noticed that when setting the window size ωx × ωy
to a small window, such as 5× 5 instead of 15× 15, features drift away and the target is lost after a few
frames.

6.3.2 Particle Filter

The parameters of the particle filter are summarized in Table 6.4. They concern the noise of both the
system and the observation model (Section 4.2). The values of the likelihood models are used as they are,
but they could be also learned using risk minimization [57].

The different σ∗ parameters concern the noise which will be applied to every sample during resam-
pling and after the state is transitioned from t to t + 1. The value of σy is chosen to be greater than σx
because more movement on the y (lips, eye region) is expected than on the x axis. The object size is given
by the bounding box provided by the corresponding groundtruth of the sequence. Table 6.5 summarizes
the different tracking schemes and the corresponding weight parameters for the tracking schemes used
throughout this chapter. The variables concerning the likelihood fusion β1...4 have been chosen empiri-
cally, although there are methods to adapt them according to the descriptive power of the corresponding
likelihood [41, pp. 123]. Initially, the value of β3 which concerns the influence of the motion-based like-
lihood (Section 5.2.1) is set to 0, but an experiment which is described in the following section showed
the importance of incorporating deterministic flow information which is why the value is set to 0.05 for
subsequent experiments. The variable ρσ serves as multiplier for different thresholds, e.g. σcolor × ρσ ,
which determine when the candidate model (histogram or template) will be incorporated into the target
model.
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Variable Value
∆ 0.6
∆Hx 1.0
∆Hy 1.0
σx 1
σy 2
σHx 4.0
σHy 4.0
σΘ 15.0 ∗ π

180.0rad

σ
(t)
color 0.2

σ
(t)
intensity 0.2

σ
(t)
lbp 0.2

Nth 6.0 ∗N/10.0f
ρσ 0.2
BCPF 16

Table 6.4: Particle Filter Variables.

Tracking Scheme Description β1 β2 β3 β4

TPF Template-based Particle Filter 0.95 0 0.05 0
Hybrid-TPF LBP- and Template-based Particle Filter 0.75 0.2 0.05 0
LBP-TPF LBP-based Particle Filter 0 0.95 0.05 0
CPF Color-Histogram-based Particle Filter 0 0 0.1 0.9

Table 6.5: Evaluated tracking schemes.

6.3.3 Histogram Selection

In the CPF tracking scheme, the target is represented as a weighted marginal histogram of its image region
in HSV space. Marginal means that from each color channel a 16-bin histogram is generated, which
is then concatenated to form a 3 × 16 marginal histogram. The values in the histogram are weighted
according to the weight vector [0.1 0.6 0.3] to suppress the Hue channel, which has a range of [0◦, 25◦]
in facial regions [60]. On the other hand, Saturation and Value are weighted higher to increase their
influence towards tracking. The Value channel is weighted half the saturation channel to ensure that
lighting changes do not influence tracking. Figure 6.3 compares the original unweighted image with
the same image after applying the proposed weight vector. It can be seen that the noise is reduced
and the perception of the green markers is increased (Figure 6.3h), compared to the original image in
Figure 6.3d. To evaluate the performance between the 3D histogram and the proposed 2D weighted
marginal histogram, the sequence egtest01 was tracked 40 times. While the target was lost 22 times with
the 3D histogram, it was lost only 12 times with the weighted marginal histogram. This means that in
average, the weighted marginal histogram performs better than the 3D histogram. This weighted marginal
histogram is used in all subsequent evaluations.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.3: Top row ((a)-(d)) original images, bottom row ((e)-(h).) weighted images. Images
best seen in color.

6.4 Object Sequence Evaluation
In this section, the results of the evaluation using the non-facial sequences egtest01, egtest02 and redteam (Sec-
tion 6.1.2) are presented. The performance of the 4 tracking schemes is investigated both in terms of ac-
curacy under a varying amount of samples (Section 6.4.3), sensitivity to the motion cue parameter (Sec-
tion 6.4.1) and the variance of results when run repeatedly many times (Section 6.4.2). The percentage
of how many frames have been tracked successfully is evaluated through stopping the evaluation when
the target leaves the image region. Although both egtest01 and egtest02 sequences show multiple moving
targets with similar appearance, only one of them is tracked due to limited ground truth. In Section 6.4.3,
the four tracking schemes are also compared using two baseline methods, which are Mean Shift (Sec-
tion 5.2.4) and the KLT Tracker (Section 5.2.3) described in Chapter 5. The egtest02 sequence has two
possible obstacles for the trackers. The first one concerns a convoy of three subsequent cars with sim-
ilar appearance. The second obstacle concerns a second convoy passing the convoy which contains the
car which should be tracked. Due to these obstacles, the sequence is used to evaluate the motion likeli-
hood (Section 6.4.1).

6.4.1 Motion Cue

To analyze the impact of the β3 parameter, which determines the influence of motion cue in the likelihood
of a candidate model, an experiment was conducted. Motion cue consists of incorporation of optical flow
information, as described in Section 5.2.1 and can be used to distinguish targets based on their movement.
Two values of β3 are compared on how they influence the ability of the trackers to complete the egtest02
sequence. The sequence is selected because of its obstacles concerning similar targets. Without con-
sidering motion cue, a different car might hijack the tracker or the tracked car might be lost. In case
of hijacking, the tracker would stop tracking the correct car and switch to a different one (Figure 6.4b).
The TPF tracker starts to track the wrong car at frame 470 due to its similar appearance. By setting β3

to 0.05, the TPF tracker is not distracted by the arriving convoy and the first obstacle is passed success-
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(a) (b)

Figure 6.4: (a) LBP and Color template likelihood on different positions (b) Target is hijacked
by arriving car of opposite convoy. Image best seen in color.

fully. A comparison of the distance error between a value of 0 and 0.05 for β3 is given in Figure 6.5a,
where the dashed line indicates the increased value. The corresponding likelihood values are shown in
Figure 6.5b, and indicate that as soon the two convoys meet (indicated by the first vertical line), the solid
likelihood line is higher than the dashed likelihood line. This means that due to the similar appearance
the likelihood does not decrease and the wrong target is incorporated into the target model. While in the
case of considering motion-based likelihood as well, the likelihood is lower due to a different motion of
the two targets, eventually preventing hijacking. When applying the same strategy to CPF, the value of
0.05 does not have enough influence to keep the tracker from tracking the second car. On the other hand,
if the value is set too large (0.2 or 0.3) the estimate drifts away from the target because the influence
of the motion-based likelihood is too large and the tracker effectively degrades to an optical flow-based
tracker (solid and dashed lines in Figure 6.6a). With a value of 0.1 the CPF tracker is able to track the
car through both obstacles (dash-dotted line in Figure 6.6a). Even though these changes allowed both
trackers to prevent target hijacking, they both lost the target around the second obstacle, indicated by the
second vertical line in Figures 6.5 and 6.6.

6.4.2 System Variance

To investigate the total system variance, each tracking scheme is applied to the redteam sequence 50
times. Because all template-based trackers (LBP-TPF, TPF and Hybrid-TPF) have nearly the same result,
only a comparison between trackers using a histogram-based likelihood and trackers using a template-
based likelihood is given. Figure 6.7 compares the variances of the distance errors for each frame. As
it can be seen, in parts of the sequence where the camera changes its pace quickly, the variance of the
histogram-based tracker (dashed line) can be 4-5 times higher than the variance of the template-based
tracker. On the other hand, in the later part of the sequence where the camera zooms out and induces
scale changes of the object, the variance of trackers using a template likelihood (solid line) is higher.
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Figure 6.5: Comparison of two different values of β3 for the TPF Tracker applied on sequence
egtest02.
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Figure 6.6: Comparison of three different values of β3 for the CPF Tracker applied on sequence
egtest02.
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Figure 6.7: System variance of redteam sequence.

Sequence (# Frames) CPF TPF LBP-TPF Hybrid-TPF Mean Shift KLT
egtest01 (1810) 2.585 4.355 1.345* 4.265 3.98* 4.31
egtest02 (1300) 0.91 2.755 1.865* 2.25 3.98* 3.68
redteam (1917) 3.31 2.605 1.355* 2.565 2.05* 3.47*
Average 2.27 3.24 1.52* 3.03 3.37* 3.82*

Table 6.6: Results for the evaluated schemes applied on the object sequences.

6.4.3 Sample Size

This part is intended to illustrate the performance of the different tracking schemes by comparing the
results of an automated evaluation on the three DARPA Vivid datasets with varying amount of samples.
Each scheme is run five times. To compare the different methods, the percentage of successfully tracked
frames is computed by dividing the number of successfully tracked frames by the number of total frames
in the corresponding sequence. The findings of the evaluation described in Section 6.4.1 are already
applied in this experiment. This means, the value of β3 is set to 0.1 for the CPF scheme and to 0.05 for
the other schemes. Figure 6.8 shows the results for sequence egtest01. The two horizontal lines indicate
the corresponding successfully tracked frames for the KLT tracker (dashed line) and the Mean Shift
tracker (dash-dotted line). For each number of samples, the minimum (lower bound), maximum (upper
bound) and median (marker symbol) of successfully tracked frames is computed over all corresponding
five experimental runs. These values are indicated by the vertical lines. The rising amount of successfully
tracked frames with an increasing amount of samples can be clearly observed for all methods. Mean
Shift is only able to track 2 % of the frames successfully while the KLT tracker is able to track the full
sequence. It is observered that its corner features are limited to the rear of the car which results in a
constant deviation from the ground truth. The most tracking failures happen during the initial part of
the sequence when the car turns around. A second error source starts at frame 1037, where the camera
accelerates and the relative motion of the car increases.

Compared to the other methods, the accuracy of the LBP-TPF tracker differs greatly with its ability
to track the full sequence. Although its RMSE values are the lowest when compared with other meth-
ods (Table 6.6), it is not able to track all frames of any sequence. Usually, the LBP-TPF tracker loses the
target within the first 200-500 frames due to appearance changes of the car the tracker is not able to cope
with. As it can be seen in Figure 6.9a, the target is tracked successfully in the first frames. The target
and the corresponding likelihood is magnified to the right of the figure clearly shows that the target is still
detectable in the frame. As the likelihood value of the object slowly decreases, the target is eventually
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Figure 6.8: Results of automatic evaluation using the egtest01 sequence.

lost. The likelihood map of the frame depicted in Figure 6.9b shows that the unique location of the object
has vanished and the surrounding background cannot be distinguished from the object anymore.

The CPF tracker it not able to cope with the two obstacles of the egtest02 sequence and gets distracted
by a subsequent car of the first convoy. In this case the target is declared lost. If the amount of samples
is increased, the tracker is able to reach the second obstacle of the sequence, which concerns an opposite
convoy passing by the convoy of the tracked car. The ability of the template-based trackers to track the
sequence increases with the amount of samples used. The main cause of the Hybrid-TPF tracker to fail is
the dissociation of the two likelihoods. Both the TPF and Hybrid-TPF tracking scheme are able to track
the sequence with 20 samples. Although the influence of the LBP likelihood is only 0.2, it is still able
to confuse the tracker. Figure 6.4a depicts such as case where the two maxima of each likelihood are
different.

The results of the redteam sequence are summarized in Figure 6.10. Considering only results where
the method is able to track the full sequence, Hybrid-TPF and TPF provide the best results for 250 (Ta-
ble 6.6) and 1000 samples. On the other hand, CPF is able to track the full sequence using only 20
samples, with a RMSE value of 4.22. During evaluation, it turned out that all template-based trackers
(LBP-TPF, TPF and Hybrid-TPF) have two sections of increased error. After investigation, it turned out
that these errors are related to the varying size of the target’s bounding box. Figure 6.11 compares the
deviation from the initial area of the target with corresponding error of the template-based trackers. As it
can be seen, the higher the deviation in any direction (box becoming smaller or greater) the error increases
slowly but steadily. This can be explained by the missing width and height variable in the state of the
particle filter. Although the template-based trackers do not estimate the bounding box of the object, its
RMSE is lower compared to the histogram-based CPF tracker. As soon as LBP features are introduced
into the likelihood, the performance degrades as only 1.2 to 15 % of the frames are tracked successfully.
The LBP-TPF tracker fails due to the same reason as the other template-based trackers, however, due to
the lower likelihood, it does not manage to recover after the box changes back to the size of the target
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(a) (b)

Figure 6.9: Evaluation using LBP-TPF tracker: (a) Initial frames of the Sequence (b) Target is
Lost at Frame 580. Images best seen in color.
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Figure 6.10: Results of automatic evaluation using the redteam sequence.
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Figure 6.11: Deviation of target box from initial size in comparison with the L2 distance error.
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Figure 6.12: Results of automatic evaluation using the egtest02 sequence.
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template. Table 6.6 summarizes the RMSE of each tracking scheme when applied to the presented se-
quences. The values show the median of the average RMSE for 5 runs. The amount of samples for the
particle filter are chosen to be 250 because according to the results, smaller values cannot deal with the
variance of object appearance and will lead to tracking failures especially for the TPF tracker and the
Hybrid-TPF tracker. The results marked with star (*) are computed from incomplete sequence results
because the method is not able to track the sequence successfully even once. Despite the fact that the
LBP-TPF tracker is not able to deal with noise and appearance changes, it provides the most accurate re-
sults before it loses the target. Mean Shift loses the target in every sequence after the initial 38-72 frames
and is not able to cope with the varying appearance of the objects. The KLT tracker is able to track both
the egtest01 and egtest02 sequence, but loses the target in the redteam sequence after 1200 frames. For
all template-based trackers, the main sources of error concern appearance changes and rapidly increasing
motion of the object, as expected. Because the target model is only updated when the Gaussian likeli-
hood is within σ×0.2, drastic changes of the candidate model due to noise and clutter effectively prevent
any further updates. Interestingly, nearly all methods have the same minimum percentage concerning
the different runs as it can be seen in Figure 6.12 and Figure 6.10. The minimum of the failures is in
the egtest02 sequence is caused by frame 919 because the camera is moving to the right very fast. The
runs losing the target between 411 and 554 in the redteam sequence are caused by the camera zooming
out and at the same time rotate to the left from the car’s perspective. Additionally, there is a wooden
fence crossing the cars appearance model at frame 455, causing any template-based tracker with too little
amount of samples to fail. What can be observed during evaluation is that an increase of samples does
not necessarily improve the RMSE value towards the target, but merely increases the robustness against
occlusion, clutter and rapid motion changes. Interestingly, in every sequence evaluation, there is one run
where CPF is able to track the sequence with only 10 samples. This means that although the RMSE might
be higher for the redteam sequence, the target is represented better by a histogram.

6.4.4 Summary

The automatic evaluation shows some interesting results towards the behavior of the different methods.
The motion-based likelihood is necessary to cope with similar targets, such as in the egtest02 sequence.
Nevertheless, the CPF tracking scheme cannot be improved by this strategy. The system variance of
any template-based tracking scheme is lower when run multiple times compared with CPF. The Mean
Shift tracker is not able to completely track any sequence. The KLT tracker is able to track the egtest01
and egtest02 sequence completely. Interestingly, the performance of LBP-TPF is the best concerning
the RMSE, however, only a fraction of frames is tracked. This means that it provides the most accurate
estimate of target’s location, but it is not robust enough to follow the target in the event of clutter. Because
the template-based tracking scheme has no state information concerning the objects size, the error is
increased with any changes of the object’s scale. Increasing the amount of samples does not increase
RMSE but prevents target from being lost and decreases the variance over several runs. To conclude the
accuracy results, CPF is able to track most runs without losing the target, except egtest02 where Hybrid-
TPF has less failures. In general, the main source of error concern rapid changes in appearance and fast
motion.

6.5 Interactive Facial Tracking
In addition to the automatic evaluation using non-facial objects, the presented methods were applied to
five video sequences of different subjects (S1 to S5) with attached landmarks of different color. Depending
on the camera setup, a different marker size m is selected manually to ensure that the right region will be
tracked. To prevent the various values of ∆ and standard deviations of the motion model to be determined
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Sequence (# Frames) CPF TPF Hybrid-TPF LBP-TPF Mean Shift KLT
S1 (623) 5.4246 3.9533 3.8981 4.5554 6.7502 5.7024
S2 (577) 6.9721 4.4786 5.0759 5.6061 7.0118 6.571
S3 (446) 5.618 4.2517 4.3161 4.7796 5.2975 5.1718
S4 (176) 4.5246 1.5099 1.4908 1.5068 - -
S5 (1510) 4.7409 3.5981 3.3437 4.2916* 13.0623* 5.2695†

Average 5.4560 3.5583 3.6249 4.1479* 8.0305* 5.6787†

Table 6.7: Average RMSE of the evaluated methods for each video sequence.

manually for each dataset, it has been derived from the size of the markers. Although the marker size does
not necessarily represent the pixel motion of the face, it still is a good indicator how large the expected
motion will be. This means that every size dependent variable vs is computed using the following formula:

vs = 2× (30/m), (6.4)

which is based on an aspect ratio between two sequences of the same real marker size but - due to a differ-
ent resolution - a different pixel size. All implemented variants have been evaluated using 250 particles
to prevent that too little hypothesis are available to estimate the rather complex facial environment. The
interactive part is given by the possibility of the operator to interfere with the tracking process as soon
as markers are out of place subjectively. Additionally, similar to the automatic evaluation in the previous
section, if any of the following conditions hold, the system will require user intervention as well:

• The estimate x̂k is outside of the segmented facial region (Section 5.1.2). This condition holds true
if the color of any estimated marker position x̂k of has a color intensity value of [255, 255, 255],
which is set for the background of the non-facial region during the segmentation step.

• The position of the estimate x̂k is outside of the image region. This constraint is necessary because
the facial region could adjoin the image boundary.

Because during experiments it turned out that the Mean Shift tracker is unable to track the S5 se-
quence in the default size, the video size is set twice as large to 1472 × 1152 using upsampling with
subsequent bicubic interpolation. Hence, all subsequent Mean Shift results for this sequence are marked
with a star (*) to indicate that a different video size than the original size is used. The names of the
markers mentioned in this section correspond with the clinical scheme presented in Section 1.1. A miss-
ing value (-) indicates that the corresponding method lost all markers from the first to the second frame,
making it impossible to generate any meaningful evaluation result.

6.5.1 Qualitative Comparison
Table 6.7 shows the Average RMSE value of each evaluated sequence. Although the interaction with the
operator decreases the RMSE in most cases, it is not possible to

• place the marker without any deviation from the ground truth and

• remove any other error which is introduced until the failing marker is selected by the operator.

Nevertheless, this value is a good indicator for the accuracy of the method towards the ground truth.
The markers which contribute most to the difference between the RMSE value of the TPF and CPF

tracking scheme concern the lower right mouth region. This means that especially in the fast and complex
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Figure 6.13: Error towards ground truth and the difference between the CPF and TPF tracking
scheme.

movement of the S2 sequence, the methods behave differently. Figure 6.13 compares the error between the
CPF and the TPF scheme for sequence S2 and the RML marker, which contributes most to the difference
in the RMSE between TPF and CPF. As it can be seen, the differences in the RMSE results from the lower
distance from the TPF scheme to the ground truth and the distance between CPF and TPF being nearly
equal with the CPF schemes’s distance to the ground truth. The error curve starts to increase every time
when the patient starts to move, e.g. frame 32 (first vertical line) where the first smile expression starts and
frame 108 (second vertical line) where the patient moves back to rest. This means that the TPF scheme is
more suitable for facial expressions which concern the mouth region, even though the marker will surely
deform and change its appearance. This behavior can be also observed in the S1 scheme. Interestingly
the differences for the S3 sequence mostly concern the eye region, although the patient whistles and the
markers RML and LML are occluded by the lower lip many times.

The baseline trackers KLT and Mean Shift have a slightly better RMSE than the tracking CPF scheme
for the S3 sequence. This can be explained by the fact that Mean Shift uses the same target representation
as the CPF tracker. The KLT tracker has a slightly better RMSE than the CPF scheme for the S2 se-
quence. For the S5 sequence, the accuracy of Mean Shift is the worst, compared with the other methods.
The smaller the objects are, the higher is the ambiguity with the background, especially if the ground truth
is not correctly placed over the initial marker. Both baseline algorithms have major problems tracking the
S5 sequence, which has different resolution and marker size. The KLT tracker does not generate enough
features within the boundaries of the object. Additionally, the strongest features are found at the facial
characteristics such as pupils or the mouth corners, which causes them to be tracked instead after some
time. The KLT tracker has been evaluated with a marker size of 12 instead of 10 for the S5 sequence,
in order to find enough corner features around the actual position. Additionally, the quality level is set
to 0.05 instead of 0.2. This is indicated by the (†) in the corresponding cell in Table 6.7. Despite these
settings, it can be observed that corner features drift apart, eventually enlarging the estimated model of
the ellipse and introducing error. There are no results for S4 sequence because neither of the baseline al-
gorithms are able to track it due to the bounding box of the marker being only 3-4 pixels wide. Tracking
the sequence with twice the resolution led to the same result. The KLT tracker was not able to track the
sequence due to many outliers in the optical flow field, even though there is no perceivable facial motion.
Also, motion blur imposes an additional problem for all baseline trackers, resulting in an inability to cope
with fast movements. What can be noticed is that all tracking schemes perform better when applied to the

76



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.14: Two different types of likelihood images: (a)-(d) targets with ambiguous
likelihood; (e)-(h) targets with non-ambiguous likelihood.

S2 sequence than the S1 sequence. After brief investigation it turned out that the variance of the x axis is
higher than the variance of the y axis of for the S2 sequence, which opposes the chosen values of σy and
σx. This means that a more sophisticated method is necessary to estimate the movement variables for the
particle filter, such as learning the facial motion in advance. Because all particle filtering schemes show
a decline of accuracy the more frames are tracked, this issue is investigated in detail by having a look at
the error over time for each marker separately. It turned out that the cause of the decline is not a general
decline of the error concerning all markers, but specific markers engaging in facial expressions tend to
have increasing error towards the ground truth over time, especially these markers where manual inter-
vention is necessary. Effectively, this results in a very large bias on the manual selection of the operator.
The LBP tracking scheme is able to immediately reacquire the target when it has been lost in the previous
frame. This means that although it is sensitive to changes in appearance it is also able to robustly detect
the target in the next frame, when it is still within its search region. The performance of the corresponding
tracker is dependent on the affinity of the samples in the particle filter towards the actual target. Hence,
the ability of the features to distinguish foreground from background is very important. Figure 6.14 com-
pares a set of three markers where the representation of the target is good with three other markers where
the representation is rather poor. Ideally, the likelihood is Gaussian distributed with a unique mode, as
it matches with the assumed likelihood distribution defined in Section 5.2 by Equation 5.6. As it can
be seen, the three likelihood maps from Figures 6.14a-6.14c, have a high ambiguity whereas the likeli-
hood maps from Figures 6.14d-6.14f provide a unique maximum value with little cluttered background.
Although the likelihood which is based on the MRF prevents target hijacking, it can also lead to situations
where the target with the higher likelihood pushes away the target of the lower likelihood. These factors
need to be investigated and balanced in any future work.

6.5.2 User Interaction
Table 6.8 summarizes the number of user interactions required for each method. The more user interaction
are required, the less is the method able to track the sequences automatically without losing the target.
To be able to compare the sequences among each other, the second number in the table is the fraction of
frames which needed any user intervention.

The differences in the x and y axis variance, as already explored in the previous section, also account
in differences concerning the number of interventions. For example, the CPF tracker scheme needs 0
interventions for S1 sequence, but 20 for the S2 sequence. The interventions for the S3 sequence are
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Sequence (# Frames) CPF TPF Hybrid-TPF LBP-TPF Mean Shift KLT
S1 (623) 0 12/0.02 13/0.02 21/0.03 16/0.02 55/0.09
S2 (577) 20/0.03 3/0.005 19/0.03 18/0.03 68/0.12 148/0.26
S3 (446) 8/0.02 10/0.02 10/0.02 8/0.02 30/0.07 26/0.06
S4 (176) 3/0.02 0 0 0 - -
S5 (1510) 59/0.04 32/0.02 88/0.06 106/0.07 57/0.04* 139/0.09
Average 0.021 0.013 0.028 0.03 0.05 0.099

Table 6.8: Number of interventions of the evaluated methods for each sequence. The first value
in a cell indicates the absolute number, the second value indicates the number relative to the

amount of frames in the sequence.

necessary when the two markers in the lower mouth region get occluded while the patient whistles. In
general, two types of interactions can be distinguished, with the first one being necessary if a target is
slowly moving away from the actual marker and the second one being necessary if the target is completely
lost, i.e. it is not covered by the estimate anymore. The operator would have to be highly alert to ensure
that the influence of the second type is not disturbing the clinical evaluation process. In the S1 sequence,
CPF has some minor deviations from the target through the sequence, which must be constantly corrected.

Figures 6.15 and 6.16 compare the Average L2 error with the amount of interventions necessary to
correct the tracker. As it can be seen, although the error is very similar, the amount of interventions is
much higher for the baseline tracker approach which only relies on optical flow information. This means
that compared to the 139 interventions for the KLT tracker, the TPF tracker only required 32 interventions
throughout the sequence. Also, while the interventions are equally distributed for the baseline approach,
the particle filter based tracker required interventions only in the later parts of the sequence. This can
be explained by the fact that although the particle filter is robust over short sequences, the ability of the
set of particles to represent the actual positions of the targets degrades over time. Another good example
is the sequence S3, where the KLT tracker is unable to deal with the occluded markers and needs a
permanent intervention for the targets of the lower mouth, while the particle filter scheme only needs a
few interventions where the marker is completely invisible. The MRF likelihood (Section 5.2.2), which
ensures that interacting targets do not overlap each other, result in negative effects as well. In the S1
sequence, the patient closes the eyes several times. With every time, the surrounding two pairs of markers
approach each other until they eventually fuse. Although the tracked targets of each marker stay separate,
the MRF likelihood forces one target to be pushed aside, while the other target tracks the fused pair of
markers. This problem accounts for most of the interventions of both the TPF and Hybrid-TPF tracking
scheme (Table 6.8). Compared with the template-based trackers, CPF performs better around the eye
region of the S1 sequence. The additional variables of height, width and rotation in the state model is able
to be more adaptive towards the changing shape of the markers in this situation, making no interventions
necessary over the whole sequence.

The Mean Shift tracking methods requires interventions in cases where the target moves fast, es-
pecially when motion blur occurs. This is not an issue with the KLT tracker which uses a pyramidal
approach to compute the optical flow maps at different levels of scale. On the other hand, KLT loses its
feature points the more frames are tracked, i.e. no targets but single features drift away from the estimated
positions. Only the constraint concerning the target area prevents that these features introduce additional
error towards the actual location. KLT is not able to track the interacting markers in the S1 sequence and
needs correction. The Hybrid-TPF tracker scheme requires interactions around the eye region of S1 as
well. In average, the least number of interactions for all sequences is required by the TPF method, the
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Figure 6.15: Average RMSE compared with user interactions for KLT tracker applied on S5.

0 500 1000 1500
0

1

2

3

4

5

6

A
vg

. L
2  E

rr
or

 (
pi

xe
ls

)

Time

Figure 6.16: Average RMSE compared with user interactions for TPF tracker applied on S5.

most number of interventions are required by the baseline schemes (Table 6.8).
Figure 6.17 shows the distribution of interventions by marker type according to the scheme in Fig-

ure 1.2 presented in Chapter 1.
For each marker the total number of interventions is shown along with the contribution of each

sequence. The markers RUE and RLE - both at the right eye region - require the most interactions (54 and
40 times, respectively). There are also some markers which are corrected only in the S5 sequence due to
its different camera setup. This concerns the RML and the LLE markers, which are located on the right
lower mouth and the left lower eye region, respectively. Interestingly, the RMC marker which concerns
the smile expression in sequence S2 is lost 16 times while the opposite marker LMC is never corrected.

6.5.3 Sequence Runtime

In this subsection, the methods are compared by the time they need to track the sequences. Additionally,
they are compared with the time to create the corresponding ground truth manually. As ground truth
creation essentially boils down to locating all markers in every frame by hand, this is an important factor to
demonstrate that the evaluated methods are able to speed up the clinical evaluation. Table 6.9 summarizes
the total tracking times of each sequence and tracking method. The computationally most expensive
tracking schemes are the CPF and the Hybrid-TPF method. The CPF scheme has to compute a histogram
for every sample, which takes up most of the time to track a single frame. The Hybrid-TPF scheme
has to compute two likelihoods, one for each cue (intensity and LBP) for each frame. Additionally, the
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Figure 6.17: Distribution of interventions per marker type.

CPF TPF Hybrid-TPF LBP-TPF Mean Shift KLT Ground truth
S1 (623) 55 42.21 70.5 65.83 30.46 39.05 43
S2 (577) 44.3 39.25 63.17 59.13 25.36 46.21 31
S3 (446) 35.6 35.08 52.08 48.05 19.78 28.80 41
S4 (176) 1.1 1.09 1.62 1.92 - - -
S5 (1510) 227.91 161.38 194.32 189.68 42.13* 40.03 540

Table 6.9: Total tracking times of the evaluated methods for each sequence (minutes).

MRF likelihood which needs to compute the overlap among all markers requires additional computational
effort because it needs to compute a graph of all targets and the edge costs based on the overlap among
the targets. Nevertheless, it is possible to reduce the tracking time from previously 540 minutes or 9 hours
to 161 minutes or approximately 2.5 hours, which is a decrease of 70.2 %. Since there is no groundtruth
available for a full cinically relevant sequence, only an estimate is given towards the tracking time using
the presented methods. Assuming the time to manually track the clinical sequences to be 5 hours, it would
result in an estimated tracking time of approximately 89 minutes. Given the fact that the implementations
are not optimized and partly computationally inefficient, this value can be even more decreased. A gain
of execution speed can be also expected when the particle filter algorithm would be executed in parallel.
This would also also allow a higher amount of samples to be chosen per target, which would directly
decrease the RMSE of the algorithm as well. Mean Shift needs the least time to track the sequences
because only one hypothesis (the target histogram) needs to be evaluated.
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6.5.4 Summary
This evaluation outlines the performance of the different tracking schemes (Table 6.5) on data consisting
of facial expressions. All particle filter methods prove to be advantageous when compared with the
baseline methods, as there are 2 to 3 times less interventions necessary with a comparably equal error
towards the actual ground truth. When considering both RMSE and number of interactions, the TPF
tracking scheme works best over all evaluated sequences. The accuracy of Mean Shift and the CPF
scheme is comparable because they both use a histogram to represent the target. The static assumption
of the variance of movement towards the image axis turned out to be a limiting factor in the effective
generation of samples during tracking, which is a big issue and needs to be dealt with in the future. The
baseline schemes are not able to track any sequence of the VMU camera setup, even if the resolution is
doubled. Due to the different accuracy and number of user interactions it is shown that the selection of
the features and the target representation are the key issues together with an appropriate model of facial
movement. The better the features in terms of differentiation between markers and facial background, the
less samples can be used, which will in turn affect the tracking time. Compared with manually tracking the
sequences frame by frame, the time is reduced by 70 % with only a fraction of necessary user interactions.
Although the employed Voronoi Tesselation in combination with the MRF likelihood prevents targets
from being hijacked, possible side effects might compensate this improvement by pushing target estimates
away from the actual marker. There as tradeoff between lower interactions and higher accuracy. While
the CPF tracking scheme provides lower accuracy compared with the Hybrid-TPF method, it requires a
higher attention due to interactions.
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CHAPTER 7
Conclusion

This chapter is intended to both conclude and summarize this thesis (Section 7.1). Additionally, current
shortcomings and their possible improvements are discussed (Section 7.2).

7.1 Summary
In this thesis, we have analyzed the possibility of employing a semi-automatic tracking scheme on the
problem of tracking facial markers. As the particle filter provides a framework to combine different cues,
several tracking schemes have been modeled in order to evaluate their accuracy when applied on the pre-
sented scenario. The particle filter uses a set of samples which are constantly weighted based on their
likelihood of being drawn from the current image and the associated target models of the markers. A
template-based tracking (TPF) scheme was formed by using a normalized cross correlation approach to
compute this likelihood. A similar scheme is based on Local Binary Patterns, which encode textural in-
formation of the target instead of merely their appearance. To compare the template-based approach with
histograms, a histogram-based scheme (CPF) scheme was formed, in which the target model is repre-
sented by an histogram of weighted HSV intensities. In addition to these cues, a deterministic component
was added to incorporate object motion. This motion cue is based on the estimated optical flow map
between the current and the previous frame. Finally, a third aspect tries to cover scenarios where markers
could possibly overlap. Using this framework, the location of the markers can be accurately estimated in
every frame and the identity of each marker is preserved using a combinatorial data association method.
This automatic approach has been extended in such way to allow the operator to intervene at any time in
the tracking process to make sure that possible target losses are prevented and the error is minimized.

The main contribution of this thesis forms a comprehensive evaluation of the presented methods,
where its results have also been published at the 21st conference of the International Association for Pat-
tern Recognition (ICPR) [36]. At first, the different schemes have been used to investigate the behavior
concerning their variance, the importance of the motion-based likelihood and the performance towards
non-facial landscape scenes. Additionally, the methods have been compared with the Mean Shift tracker
and the KLT Tracker, which only rely on a single hypothesis concerning object’s location. This evalu-
ation shows some interesting results towards the behavior of the different methods. The motion-based
likelihood turned out to be an important factor to cope with similar targets, such as in the egtest02 se-
quence. The variance of any template-based tracking scheme is lower than the scheme using color-based
histograms. The Mean Shift tracker is not able to completely track any of the object sequences. The KLT
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tracker is able to track the egtest01 and egtest02 sequence completely. Additionally, it was discovered that
the template-based trackers have increased error in parts of the sequence where the object’s size deviates
from its initial bounding box. Increasing the amount of samples does not increase RMSE but prevents
target from being lost and decreases the variance over several runs. In general, the main source of er-
ror concern rapid changes in appearance and fast motion. Concerning the Hybrid-TPF tracker scheme,
the combination of the intensity-based likelihood and the LBP-based likelihood often leads to different
maxima of the likelihood, which has been observed as the major problem in both evaluation parts. An
additional problem was the assumption of the variance of movement towards the two axis of the image,
as it turned out that often the distribution of samples in the x and y space does not match the actual
movement. Due to the different accuracy and number of interventions it is shown that the selection of
the features and the target representation are the key issues together with an appropriate model of facial
movement. The better the features are in terms of differentiation between markers and facial background,
the less samples can be used, which will in turn affect the tracking time. The employed Voronoi Tessela-
tion in combination with the MRF likelihood prevents targets from being hijacked. While it was initially
assumed that the particle filter is robust enough to handle occlusions in the mouth region, this was not
the case. Although the TPF tracker was able to handle them best, it still required interactions by the user.
The CPF scheme has a low rate of interventions, but its accuracy is only comparable with Mean Shift,
because in both cases, a histogram is used to represent the target, which lacks any spatial distribution.
In both evaluation parts, the performance of the LBP-based tracking scheme provides high accuracy on
the cost of a high number of interventions. From the results it can also be concluded that the additional
variables concerning size and angle of the target, did only result in improvements where the variance of
size is relatively high, such as in the non-facial sequences. On the other hand, this extended model did
not result in any improvements concerning the facial sequences.

To conclude this summary, this thesis contributes by examining the performance of these tracking
schemes when applied on this clinical scenario. To improve the accuracy and reset lost markers, the
clinical operator can interact with the tracking system. It was shown that the chosen methods are superior
concerning both number of interactions and error when compared with trackers which employ only a
single hypothesis concerning the marker locations. Additionally, it was shown that the evaluated scheme
is able to replace the task of manual tracking while preserving a high accuracy. As a result, the time
to locate the markers was decreased by 70.2 % with an accuracy of 3-4 pixels towards the available
ground truth. When considering all tracked frames in the second part of the evaluation, only 1.3 % of the
evaluated frames required an intervention by the operator.

7.2 Future Work

During the extensive period of this thesis, many ideas and extensions came up, some of them small, some
of them representing a completely different approach. Future investigation might start with different
representations of the Bayesian state space. As the incorporation of the marker width, height and angle
did not result in any major changes, the first step would be to investigate if this lack of improvement
is caused by the target representation. Additionally, an improved joint tracking scheme is necessary to
model any interactions between markers efficiently. Another possible improvement concerns the online
learning of facial movement, as currently the assumed motion model does not accurately reflect the typ-
ical facial movement. The MCMC (Markov-Chain Monte Carlo) approach from Section 4.4.3 is one of
these tracking schemes. Because the approach does not rely on a clustered state-space to track multiple
objects simultaneously, but models a joint state-space instead, different interaction constraints could be
incorporated easily. In a preliminary experiment (Figure 5.2), it seemed possible to track two pairs of
interacting markers using the Metropolis-Hastings algorithm (Algorithm 4.1). Nevertheless, if as many
as 15 or 34 markers should be tracked, even a multiple of the 2000 samples have not been enough to
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prevent target loss, which leads to one of the first possibilities to improve this work.
Concerning the chosen features, other approaches used saliency maps [56] and SIFT features [38]

could be considered as well. Despite these rather small improvements which concern the existing 2D
approach, the most important suggestion for any future work is to move to 3D information, which has
been already prepared for the given scenario in the bachelor thesis by M. Cerman ‘Camera Calibration
Methods using a Multi-Mirror Setup for a Medical Environment‘ , Vienna University of Technology,
2012. The correspondences between the mirror images can be used to track the markers in 3D and could
improve the accuracy towards 2D tracking by 57 % [21].
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APPENDIX A
Sampling Example

This appendix is intended to give a short example on the sampling methods introduced in Section 4.4.
Uniform sampling U(a, b) samples from the distribution P (x) = 1/V , where V is the volume of the
distribution within interval [a, b]. In this case, it is both possible to sample from the distribution as well
as to evaluate it. Uniform sampling can also be seen as a random number generator within interval [a, b].

f(x) =

{
64 : x = 0
(sin(8x)2)(xs−2) : x 6= 0

(A.1)

Figure A.1 compares uniform sampling with importance sampling using Equation A.1. The real integral
value of the depicted function is 24.0. In each case, 30 samples are drawn using uniform sampling and
importance sampling. For importance sampling each sample xi is distributed according to the importance
distribution xi ∼ N(0, 0.252), The resulting estimated area is then 14.7 for uniform sampling compared

−1−0.500.5 1010203040506070−1−0.500.5 100.050.10.150.20.250.30.350.4

−1 −0.5 0 0.5 1
0

10

20

30

40

50

60

70

(a) Uniform Sampling

−1 −0.5 0 0.5 1
0

10

20

30

40

50

60

70

−1 −0.5 0 0.5 1
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

(b) Importance Sampling

Figure A.1: A comparison between uniform sampling (a) and importance sampling (b) with
Q(x) ∼ N(0, 0.252) applied to Function A.1.
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to 25.8 for importance sampling. This can also be seen when comparing Figure A.1a with Figure A.1b.
According to the importance weightQ(x), which is shown green in Figure A.1a, samples having a higher
probability are more likely to be chosen. Obviously, the choice of the importance distribution Q(x) is
crucial. In both cases, the more samples will be used, the higher will be the accuracy of the estimate area.
Basically, uniform sampling is importance sampling with Q(x) = 1/V [50].
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